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Abstract

In recent years, scientists have increasingly taken to investigate the predictive nature of cog-
nition. We argue that prediction relies on abstraction, and thus theories of predictive cognition
need an explicit theory of abstract representation. We propose such a theory of the abstract
representational capacities that allow humans to transcend the “here-and-now.” Consistent
with the predictive cognition literature, we suggest that the representational substrates of
the mind are built as a hierarchy, ranging from the concrete to the abstract; however, we
argue that there are qualitative differences between elements along this hierarchy, generating
meaningful, often unacknowledged, diversity. Echoing views from philosophy, we suggest that
the representational hierarchy can be parsed into: modality-specific representations, instanti-
ated on perceptual similarity; multimodal representations, instantiated primarily on the dis-
covery of spatiotemporal contiguity; and categorical representations, instantiated primarily
on social interaction. These elements serve as the building blocks of complex structures dis-
cussed in cognitive psychology (e.g., episodes, scripts) and are the inputs for mental represen-
tations that behave like functions, typically discussed in linguistics (i.e., predicators). We
support our argument for representational diversity by explaining how the elements in our
ontology are all required to account for humans’ predictive cognition (e.g., in subserving
logic-based prediction; in optimizing the trade-off between accurate and detailed predictions)
and by examining how the neuroscientific evidence coheres with our account. In doing so, we
provide a testable model of the neural bases of conceptual cognition and highlight several
important implications to research on self-projection, reinforcement learning, and predictive-
processing models of psychopathology.

Recent years have seen the emergence of a wave of influential theories that highlight the pre-
dictive nature of cognition – the so-called predictive brain framework (see Bar 2011; Clark
2013). A common denominator of these theories is that they paint a picture of the mind
wherein our mental representations of the world become active before we engage with reality
(i.e., so-called “top-down” processing); this view contrasts with traditional perspectives that
assumed that our representation of the current state of the world emerges only after we
have acquired evidence from our sense organs (i.e., “bottom-up” processing).

A prominent theory within this framework is the Predictive Processing (PP) approach (e.g.,
Bar et al. 2006; Friston 2005). Proponents of PP argue that every encounter we have with real-
ity is akin to scientific hypothesis testing. For example, a person who is about to open the
fridge already has prior representations of what they are about to see (e.g., a milk carton);
to the extent that this representation successfully predicted the event to come, there is no
need for much additional cognitive processing; however, when a discrepancy between the
prior representation and bottom-up inputs is detected (i.e., if there is no milk left, a so-called
prediction error), then there is a need to update the mental representation in light of the new
evidence. Often, theories within the PP camp argue that such updates mimic rules of norma-
tive reasoning and, specifically, Bayesian inference.

The ideas of the PP approach have long been influential in the domain of perception sci-
ence (e.g., Gregory 1980; Helmholtz 1860/1961) and have become paradigmatic in the neuro-
scientific literature on this topic (e.g., Bar et al. 2006; Friston 2005; Rao & Ballard 1999). More
recently, generalizations of PP theory to the domain of action (most notably, active inference
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theory further described in section 3, e.g., Friston et al. 2009) have
been able to account for diverse phenomena in areas such as
decision-making (e.g., Schwartenbeck et al. 2013) and psychiatry
(e.g., Barrett et al. 2016; Friston et al. 2014; Powers et al. 2017).
Some have argued that the PP approach, and specifically Active
Inference Theory, may provide a unified theory of brain function
(Hohwy 2013) and a grand paradigm for cognitive science (Clark
2013).

Another recent group of influential theories in the “predictive
brain” camp may not subscribe to an all-encompassing role for
predictive mechanisms – but nonetheless, ascribe a critical role
to prediction. Specifically, these approaches stress that cognition
greatly relies on prospection (or future-oriented mental time travel;
Suddendorf & Corballis 2007; Tulving 1984) – the ability to delib-
erately create explicit representations of future events, and use
these representations to guide behavior. Like PP theory, research
on prospection has been highly influential across numerous
domains of investigation. Within memory research, research on
prospection argues that the function of declarative memory is in
enabling simulation of future events (e.g., Schacter et al. 2007).
Within the Reinforcement Learning (RL) literature, research on
prospection investigates how organisms often make decisions by
relying on so-called model-based algorithms (e.g., Daw et al.
2011) that explicitly simulate future outcomes (e.g., Redish
2016). Within comparative psychology, research on prospection
suggests that the evolutionary success of humans1 stems from
our capacity for future-thought (e.g., Suddendorf 2013).

It is commonly held that humans’ advanced ability for pro-
spection must rely on similarly advanced representational capac-
ities. Broadly speaking, these representational abilities are referred
to as the ability for abstraction or as abstract thought – and are
contrasted with more concrete thought. This distinction between
relatively abstract and concrete mental representation has been
integral to theories of the predictive brain. For example, the liter-
ature on mental time travel (e.g., Schacter et al. 2007) argues that
we are able to imagine and predict future events by relying on the

abstract representational capacities afforded by declarative mem-
ory (specifically, episodic memory2) as opposed to procedural/
non-declarative memory. In the RL literature, the concrete-
abstract dimension is reflected in the distinction between model-
free learning that relies on relatively simple associations (e.g.,
Schultz et al. 1997), and model-based processing that relies on
hierarchical, structured cognitive models (Tolman 1948) of poten-
tially complex state-spaces (e.g., Daw & Dayan 2014). Within PP
theory, higher-level, more abstract units in a representational hier-
archy form predictions that inform and interact with lower-level
units.

In light of the centrality of abstract mental representations in
theories of the predictive brain, an in-depth account of represen-
tational abstractness seems essential for developing a comprehen-
sive account of predictive cognition. The present article aims to
provide such an account. Luckily, this work does not have to
start from scratch. Decades of research on higher-order cognition
have generated rich and intricate theoretical conceptualizations of
the many different representational entities that give rise to
abstract thought. We believe that, to date, this richness and intri-
cacy has not been sufficiently tied to the newly evolving paradigm
of the predictive brain and its neural substrates. Possibly, the lack
of integration between cognitive science’s rich past and its present
hinders future development.

This dissociation can be traced to an earlier problem of insuf-
ficient integration across different theories of abstract cognition,
and a lack of a joint vocabulary across different influential frame-
works. In the current manuscript, we provide a unified conceptu-
alization of abstraction, which we further integrate into the newly
evolving framework of the predictive mind. In doing so, we aim to
generate a comprehensive account of the representational bases of
people’s ability to traverse the here and now. Our account, which
evolved from previous research on Construal Level Theory (e.g.,
Liberman & Trope 2008; 2014; Trope & Liberman 2010) aims
to achieve two goals. First, we attempt to shed light on the diver-
sity of abstract mental representation; second, we wish to integrate
this diversity under a unified framework that could be tested,
refined and revised through further experimentation.

We begin by suggesting a definition of the act of abstraction
and describing how it relates to the different representational enti-
ties that have been designated as “abstract” in previous literature
(sections 1–2). We then provide our account of the process of
“mental travel” (sect. 3) and explicate how the different abstract
representational entities expand humans’ mental travel ability
(sect. 4). Finally, we discuss how the current framework can pro-
vide a theoretical basis for understanding the neural substrates of
the predictive brain (sect. 5).

1. How do abstract mental entities emerge?

Despite the wide use of the term “abstraction,” there have been
few attempts to provide a definition of this fundamental con-
struct. We begin by providing a definition that will serve as the
basis for our subsequent analysis of abstract mental representa-
tions and their role in prediction.

1. Our definition focuses on abstraction as a phenomenon that
pertains to mental states3 (i.e., beliefs, desires, intentions).
These mental states are “directed at” a (physical or mental)
object, and have conditions of satisfaction4,5 – for example,
when a person believes6 that the earth is round, then this belief
can be satisfied when novel observations suggest that this is
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indeed the case; when a person desires ice cream, then this
desire can be satisfied if she eats ice cream; when a person
intends to file her taxes, then this intention can be satisfied
once the taxes are filed. In other words, satisfaction is akin
to minimizing a discrepancy between one’s internal state and
the state of the world.7

2. Whenever there exists a mental state that is satisfiable by object
A, but not by object B, these objects can be said to exist as sub-
jectively distinguishable objects in the mind of the perceiver.

3. We define the act of abstraction as the formation of a belief8

that two or more subjectively distinguishable objects satisfy a
belief, a desire or an intention.9

For example, forming a belief that both jogging and dieting would
satisfy my intention to lose weight is an act of abstraction. Here
are a few additional examples:

1. An infant desires milk. An instinct causes it to put various
objects in its mouth. A perceptual pattern, which – from an
external perspective – we call “mother,” repeatedly satisfies
the infant’s desire, regardless of whether mother is wearing a
(tickling) sweater or a (smooth) T-shirt. According to our def-
inition, once this substitutability is represented as a new entity
in the infant’s mental system (once it forms the belief that the
distinguishable objects satisfy the desire) it has performed an
act of abstraction. Such acts of abstraction are often discussed
under the term generalization (e.g., Pearce 1987; Shepard 1987)
and recognition, in research into basic learning processes.

2. A rat learns that pressing a lever in a red cage is substitutable
with pressing a lever in other red cages (where it produces a
reward), but not with pressing a lever in a blue cage. Such
scenarios are discussed under the term situation/state recogni-
tion (e.g., Gershman et al. 2010; Redish et al. 2007) in the RL
literature.

3. A child is told by her parents “look at the kitty” whenever they
encounter a cat, and forms the belief that various hairy, four-
legged creatures are substitutable in satisfying the belief “(this)
is a kitty.” Such processes are treated under the heading con-
cept/category/word formation/learning/acquisition (e.g., Bloom
& Markson 1998; Carey 2009; Kruschke 1992; Tenenbaum
et al. 2011).

4. An interviewer forms the implicit belief that a job applicant is
predominantly similar to other candidates from the same eth-
nic background, rather than to other candidates with similar
work experience. Such acts are discussed under the heading
social stereotyping in the social-psychological literature (e.g.,
Banaji et al. 1993; Zarate & Smith 1990), and can be seen as
a specific case of categorization or similarity judgment/analog-
ical comparison (e.g., Gentner 1983; Medin et al. 1993).

All these examples highlight the commonality of different acts
of abstraction. Just like the act of prediction, abstraction appears
as an omnipresent regularity of the mind – and a defining
property of cognition. However, it must be stressed that this
description of abstraction pertains to the computational level of
analysis (Marr 1982), namely, it is an (abstract) description that
does not correspond to one specific mechanism or neural
hardware.10

It is also important to note that forming the belief that two dis-
tinguishable objects satisfy a mental state does not mean that in
order to perform an act of abstraction one must consider two par-
ticular exemplars. Although it is possible to perform an act of

abstraction in a bottom-up manner, by having a thought like:
“both object A and object B give rise to a sensation of tastiness,”
it is clearly also possible to perform the act of abstraction by rely-
ing on the outputs of previous acts of abstraction, for example, by
having a thought such as: “things that are made of chocolate give
rise to a sensation of tastiness” and “things that are tasty are often
made of chocolate.” Importantly, in all cases, abstraction deems
(at least) two subjectively distinct objects as equivalent – as well
as any additional objects that would satisfy the same mental state.

1.1. The outputs of the act of abstraction

As follows from the definition, the output of abstraction is a belief
that two or more subjectively distinguishable objects satisfy a
belief, a desire or an intention. The emergent output of this belief
is that a person possesses a mental representation that allows
them to associate between the objects and the mental state that
they satisfy.

1. We refer to the set of distinguishable objects as the concreta.11

2. We refer to the rule (or algorithm, function) that determines/
picks-out the set of equivalent objects (the concreta) for a
given mental state as the criterion of substitutability12 (a
notion related to a sense in the Fregian theory, i.e., Frege
1892/1952b).

As noted above, criteria of substitutability can take a form such as
“things that are tasty are often made of chocolate”; this means that
they can implement a theory (Murphy & Medin 1985). Theories
allow us to generate predictions of (or imagine) future members
of a set, rather than just assign a probability of class membership
given a list of features (i.e., they implement a generative model,
Ng & Jordan 2002).

3. We refer to the newly generated mental object that instantiates
(1) and stands for (2) as the abstractum.

4. Because cognition allows the outputs of abstraction to serve as
concreta for additional acts of abstraction (Berwick et al. 2013),
we can speak of mental representations as forming a contin-
uum of abstractness. We define abstractness as a relative
term that refers to the relation between two abstracta.
Whenever we can say that abstractum X is part of the concreta
of abstractum Y, we will say that abstractum Y is more abstract
than abstractum X.

In our definition, if two objects are not distinguishable in any
sense by the observer, then there is only a single object in
mind, hence there is no abstraction. The requirement of distin-
guishability means that abstraction involves having at least two
dimensions13 in mind: one dimension on which the stimuli differ,
and another dimension on which they will be considered identi-
cal. Thus, when performing an act of abstraction, one makes a
(conscious or non-conscious) decision14 on which dimension is
central, and by doing so, one designates other dimensions as
secondary or irrelevant in the current context (see Shapira,
Liberman et al. 2012, for a related definition of abstraction).

Because abstraction entails selecting/attending to one dimen-
sion and disregarding other dimensions that might be salient,
many acts of abstraction likely rely on cognitive operations
often referred to as “cognitive control” and “selective attention”
(e.g., Botvinick et al. 2001; Macleod 1991). The degree to which
cognitive control is needed for an act of abstraction depends on
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the relative salience of the (attended) dimension of substitutability
versus the (ignored) dimension on which the concreta subjectively
differ (see Deacon 1997, for a related idea).

Consider a psychology experiment wherein a child sees a pic-
ture of a person who has a mustache and wears a dress. The child
can form the belief that the person is substitutable with other
males (because of the mustache) or with other females (because
of the dress). What made “clothing type” a relevant and salient
dimension for the child? (see Fodor 1998; Goodman 1972).15

Clearly, the dimensions used for generating new criteria of substi-
tutability come from our prior network of beliefs (Murphy &
Medin 1985). However, explaining the formation of new beliefs
merely based on prior beliefs leads to an infinite regress. The
dimensions that form our criteria of substitutability must have
been originally introduced into our mind at some point.

The question of where these dimensions come from is a major
topic of investigation in the field of developmental psychology
and concept formation. Broadly speaking, these dimensions can
be acquired in three ways: they can be innate (e.g., infants may
have an innate biological mechanisms that determine that the
velocity and direction of an object is an important dimension
to attend to in the newly-discovered world), shaped by personal
experience and the gradual discovery of statistical regularities
(e.g., a rat may discover that a specific auditory cue is a useful
dimension along which to group outcomes), or transferred from
other people (e.g., a child may learn from society that gender is
a meaningful dimension along which to categorize people).

2. The diverse representational ontology that cognitive
science should not ignore

As noted earlier, the ability to use abstracta as inputs for further
acts of abstraction generates a continuum of abstractness.
However, we argue (and in sect. 5, review evidence) that there
are qualitative distinctions along this continuum. Performing
the act of abstraction by relying on different types of inputs and
different types of dimensions gives rise to qualitatively different
types of abstracta.

2.1.1. Modality-specific features, objects, and relations.16

The first steps in moving beyond a concrete representation can be
traced to the discovery of identity between different perceptual
features (e.g., color, loudness, a nose), and the formation of rep-
resentational permanence of objects on the basis of perceptual
pattern similarity (or “object permanence”; Piaget 1954). Object
permanence relies on the formation of a belief that different sen-
sory impressions that appear across different spatial and temporal
contexts are equivalent, in the sense that they all pertain to the
same object (e.g., “the image of my dog”). Likewise, perceptual
patterns which are best described as relations (e.g., sound A is
louder than sound B; objects A and B are similar in color; e.g.,
Martinho & Kacelnik 2016) can perhaps be represented in a
modality-specific manner, and be deemed equivalent across dif-
ferent instantiations. Such modality-specific abstracta probably
often rely on different innate, hard-wired dimensions such as
pitch and color (Baillargeon et al. 1985; Carey 2009).

2.1.2. Multimodal features, objects, and relations17

Once individuals generate some set of modality-specific abstracta,
they may use them in further acts of abstraction. This is because
percepts that cannot be grouped together based on perceptual pat-
tern similarity may also be deemed as substitutable – whenever

they are bound together by spatiotemporal contiguity. For example,
when a toddler experiences the (modality-specific) sound of a dog
and the (modality-specific) sight of the dog at the same time, it gen-
erates the multimodal abstractum of the dog. As another example,
an animal that repeatedly hears a bell before it gets food can bind
these two patterns together. Whereas the discovery of modality-spe-
cific abstracta often relies on innate substitutability criteria, multi-
modal abstracta are often acquired via personal experience.

Two types of multimodal representations warrant special con-
sideration. First, a person might group together various different
objects that share a temporal context (e.g., “the dog chasing the
Frisbee in the park.”) The resulting abstractum can be called a
mental episode18 (Tulving 1984). A second important class of
multimodal representations are lemmas, which are the entities
of our mental lexicon (Roelofs 1992). These are the abstracta
whose concreta include modality-specific representations of a fea-
ture/object/relation as well as the linguistic sign (written, spoken)
that co-occurs with it. For example, the lemma of a banana will
group images of bananas, taste experiences associated with
bananas, alongside with the visual symbol “banana,” and the
auditory pattern “ba-na-na.”

2.1.3. Categories
Multimodal abstracta can be used as building blocks for further
acts of abstraction – even in situations where they cannot be
grouped together based on spatiotemporal co-occurrence (Murphy
& Medin 1985). This results in a category.19 Categories arise, for
example, when we form the belief that different multimodal
abstracta such as bats and whales are all substitutable as mammals.
Even the brightest child will probably be unable to acquire the cat-
egory “mammal” (that includes both bats and whales) without
being taught by someone. In other words, many categories probably
rely on socially acquired dimensions and substitutability criteria that
are subserved by lemmas.

Categories are often discussed within the context of percep-
tions and objects but clearly extend to actions and relations (see
Bargh 2006; Hommel et al. 2001; Weingarten et al. 2016, for evi-
dence of category-based organization of actions). For example,
when we form the belief that different relations between people
(e.g., “giving change to a beggar” and “giving a gift to a friend”)
are substitutable acts of “giving” we have generated a categorical
representation of action (Semin & Fiedler 1991; Vallacher &
Wegner 1987; see Mahler 1933 for initial research on substitut-
ability in action categories).

An especially important type of category is one whose concreta
are intangible entities. As noted, basic acts of abstraction involve
transforming a percept of a particular spatiotemporal event into a
modality-specific object (e.g., the image of my bicycle); forming a
multimodal representation is another step (my bicycle), which can
be followed by the formation of a category which includes differ-
ent multimodal objects (the category “methods of transporta-
tion”). However, even non-particular (i.e., “universal”) objects
(“methods of transportation”) and relations (e.g., “behind”) can
refer to entities whose particular instantiations are detected by
the senses. Yet, categorical abstracta can pertain to objects that
are undetected by our senses, for example, “energy,” and “future.”
These objects are often referred to as “abstract objects”; this termi-
nology, however, is confusing, because, as we explained above,
seemingly “concrete objects” such as “bicycle” are also the prod-
uct of abstraction.

Whenever two or more intangible entities are believed to sat-
isfy a mental state, we will refer to the resulting abstractum as an
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intangible abstractum. The big question surrounding intangible
abstracta is how intangible objects, features, and relations take
their place in the mind in the first place; this ability has been sug-
gested as the crucial point of divergence between humans and
non-human animals (Penn et al. 2008). The question of how
intangible features are initially “perceived” is beyond the scope
of our current discussion. However, broadly speaking, it seems
safe to assume that although some intangible dimensions may
have an innate basis, or may be emergent properties discovered
via personal experience (using socially-unmediated statistical
learning mechanisms), many intangible dimensions (e.g., using
zodiac signs as a criterion according to which to predict romantic
success) are likely transmitted from mind to mind via the use of
lemmas and words and as such rely on the pre-existence of mul-
timodal abstracta (i.e., they are socially acquired).

Moreover, it should be noted that the discovery and use of
many intangible abstracta are likely especially difficult, in that it
requires us to disregard dimensions of equivalence that are typi-
cally salient and important. For example, the idea that hateful rhe-
toric, as well as peaceful rhetoric, may be deemed as identical – in
that they are protected under the principle of “free speech” –
requires that we ignore dimensions that are typically deep-seated
in our mind (the malevolence/benevolence of people).

2.2. Forming complex mental structures

We have broadly outlined how abstraction generates modality-
specific abstracta, how these modality-specific abstracta can
serve as the concreta of multimodal abstracta – that, in turn typ-
ically serve as the concreta for categories. By performing recursive
acts of abstraction, humans organize these representations within
larger-scale structures (e.g., Smith 1998), mostly discussed in the
literature on semantic and episodic memory (e.g., Tulving 1986).

2.2.1. Network structure
The assumption that when we create an abstractum we retain the
association between its constituent elements entails that our rep-
resentations will gradually form a network/graph structure (e.g.,
Hintzman 1986). Regularities in the world entail that the same
abstracta will be formed repeatedly, which in turn implies that
some abstracta will have a greater degree of association with each
other than others. For example, if the abstractum “cake” is repeat-
edly categorized as “dessert” (rather than, “baked goods”) – and if
the intention to eat dessert is repeatedly satisfied by cakes (rather
than “chocolate”) – cake will become a prototypical concretum of
dessert. Namely, it should be processed faster, will be more likely
and more confidently retrieved when prompted with “dessert,”
and will be judged as a better instantiation of this category than
chocolate (Rosch & Mervis 1975).

2.2.2. Hierarchical structure
Once we decide (or are told) that for some purpose, dogs and
chimpanzees are substitutable, we can create (for example) the
abstractum mammal. We can then continue and decide that
mammals and fish are also substitutable (being vertebrates), and
so forth. In doing so, we gradually create a hierarchical system
of mental representations that are organized in a tree-like struc-
ture of many-to-one relations (e.g., Collins & Quillian 1969).

Likewise, in the domain of actions, when deciding, for exam-
ple, that swimming and running are substitutable as a means to
achieve the goal of exercising, and that exercising and eating
healthy are substitutable as means to achieve the goal of

maintaining health, one gradually builds action hierarchies
which serve as the basis of directing and representing goal-
directed behavior (Carver & Schier 2001; Cohen 2000; Vallacher
& Wegner 1987).

2.2.3. Temporal structure
Earlier we defined episodes as a type of multimodal abstracta that
bind abstracta based on close temporal contiguity. This may give
the impression that episodic memory is a fragmented tapestry of
discrete events. However, discrete episodes may also be bound
together by spatiotemporal contiguity (e.g., Tulving 1985),
thereby generating a hierarchical structure of multimodal
abstracta that can extend across hours or even days. For example,
episode A (going to the gym) and episode B (taking a shower)
may be bound together into episode C (gym and shower),
which may be bound together with later episode D, and so
forth (see Corballis 2014 for a discussion of the recursive structure
of episodic memory).

Episodes that occur at temporally distant contexts (i.e., do not
share temporal contiguity) may also be grouped to generate a type
of category often called a script (Schank & Abelson 1975). For
example, various episodes of airport visits can be deemed as
equivalent, generating an airport script. Scripts can likewise be
organized within increasingly abstract action categories (“going
to the airport,” “traveling to a different country,” “traveling”), as
described earlier.

2.3. How can mental structures interact with other mental
structures?

The final entity we posit in our ontology (and which has been
widely discussed in linguistics, but rarely in psychology and neu-
roscience) is the predicator. Like the other types of abstracta we
have discussed, predicators instantiate a rule that determines the
set of entities that are equivalent in satisfying a particular mental
state (the criterion of substitutability). For example, the predicator
“red” defines a certain visual-processing property as the dimen-
sion along which stimuli are deemed as equivalent, ignoring dis-
similarity on other dimensions (such as object identity; its
concreta contain different objects like “red dog” and “red
Corvette”). Crucially, in order for the abstractum “red” to be a
predicator (rather than being the “ordinary” category “red”) it
must call for the specification of a subset of its concreta – by tak-
ing another entity (a different abstractum; e.g., “dog,” “apple”) as
an input argument. As such, predicators are representations that
behave like functions.

The theoretical distinction between “regular” abstracta and
predicators can be traced to Frege (1892/1952a) who famously
noted the difference between “saturated” abstract entities (or, in
his terminology, “objects”) – that do not need other entities in
order to be functional, and “unsaturated” abstract entities (or
“concepts”) – that rely on input objects in order to function.
The existence of predicators in our minds is believed to be
reflected in (overt) language use20 (e.g., Pinker 2007). For exam-
ple, in order for verbs to be functional they require the specifica-
tion of a noun phrase as an argument (e.g., “lost” is not a
meaningful utterance – until you specify who lost what, such as
“Cleveland lost the championship”).

The interdependence of a predicator and its argument means
that the operation of predicators (or predication) is best described
as an interaction; moreover, according to the view presented
herein, this interaction is characterized by an asymmetrical
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relationship of the predicator and its argument21 – the “saturated”
abstractum, which (prior to its encounter with the predicator) was
perfectly fine with denoting a wide variety of concreta (e.g.,
“dog”), is forced by the predicator into denoting a more limited
set (i.e., it no longer denotes any dog, but specifically, a “red
dog”). Thus, predicators can be thought of as “concretization
machines,” in that they modify their input argument in a specific
manner.

This specification that predicators entail plays a crucial role in
human cognition: it allows us to modify representations in a sys-
tematic, rule-based/algorithmic manner (Bogdan 2009; Fodor &
Pylyshyn 2014). In doing so, predicators enable a purported “lan-
guage of thought” (Fodor 1975) – a platform upon which we use
mental representations to systematically orchestrate the modifica-
tion of mental representations.

The computational process whereby predicators modify their
arguments has long posed a challenge to theories of cognition
(Fodor & Pylyshyn 2014). Most notably, theories of concepts
that assume that the act of abstraction entails grouping together
sets of particular exemplars (i.e., “exemplar theories”; e.g.,
Medin & Schaffer 1978) or generating some statistical summary
representation of these exemplars (i.e., “prototype theories”;
Rosch & Mervis 1975) may struggle22 to explain how predication
can generate previously never-encountered and non-typical
objects (e.g., “a smoking caterpillar”; see Fodor & Pylyshyn
2014 for a discussion). In contrast to exemplar and prototype the-
ories, we argued that abstraction requires applying a criterion of
substitutability that can serve as a generative model for finding
instantiations that will satisfy a particular mental state, whether
previously encountered or not. According to such a view, predica-
tion might be best seen as a type of mental algebra that entails
applying the criterion of substitutability of the predicator on
top of the criteria of substitutability of its argument (e.g., “tasty
cockroaches” are “insects that run on the ground” and also
“make you feel good when you eat them”).23

Some predicators have more than one argument (Marcus
2001). For example, the predicator lifted requires that you provide
it with an argument for the agent (e.g., Dana) and for the patient
(e.g., the dog). If given proper inputs, Lifted(Dana, the dog) will
instantiate a specific relation between them (i.e., the dog is in
the air, Dana is not). In this way, a predicator that operates
upon more than one argument (a relational predicator, see
Doumas et al. 2008; Gentner & Markman 1997; Halford et al.
2010; Marcus et al. 1999; Markman & Stilwell 2001) modifies
its arguments by specifying their relation to each other.

Of special importance are intangible relational predicators.
They are distinct from representations of predicators such as
Lifted, because, as their name suggests, they denote a relation
that does not have specific perceivable instantiations (for example,
“A thinks B” and “A is like B”). Relational predicators likely play
an especially important role in higher-order cognition. For exam-
ple, mastering the use of a system of logical relations allows for the
emergence of the formal systems of reasoning (Evans 2003;
Goodwin & Johnson-Laird 2013; Kuczaj & Daly 1979). This abil-
ity is possibly subserved by a toolkit of intangible relational pred-
icators such as if(A,B), cause(A,B), or(A,B), that designate the
specific intangible deontology between the arguments.

Just like in the case of logical relations, the intangible relational
predictor that determines that A symbolizes B may be of special
importance. This Symbolize(A,B) predicator allows us to designate
the specific intangible relation between a symbol (e.g., a written
word) and its referent, B (i.e., “A can replace B in the mental

world or in communication, but not in the real world”). This
predicator might play a crucial role in humans’ ability to safely
manipulate mental objects (now symbols), without worrying
about manipulating real objects (DeLoache 2004; Leslie 1987), a
point to which we return later (see sect. 4). Relatedly, the ability
to designate that a representation is explicitly about other mental
representations (a “meta-representation,” Pylyshyn 1978) may
have crucial importance (Leslie 1987). For example, the predicator
Believe(A,B) is impervious to who is believing, and what is
believed – but designates the complex relation between the
thing that is believed, the mind of the believer, and the world.
As we discuss later, such predicators may be crucial for social
cognition.

2.5. Interim summary: Sections 1–2

In sections 1–2 we proposed an ontology of abstract mental rep-
resentations, based on extant theorizing and research. If cognitive
scientists were right in assuming the existence of (at least some) of
these entities, then any theory of the mind – theories of the pre-
dictive brain included – may need to integrate this representa-
tional diversity into their conceptualization. As we will argue in
section 4, this diversity seems crucial in order to account for
humans’ capacity to “traverse the here and now.” However, before
going into this explication, we must first unpack what this capac-
ity entails.

3. Interlude – What is Mental Travel?

Millions of years of evolution have ingrained within us mecha-
nisms for acquiring and using information. For example, without
resourcefulness and effort on our behalf, we are born with nerve
endings that detect extreme heat, and the motor reflexes that tell
us to distance ourselves from the source of heat. However,
although our innate senses supply us with access to quite a lot
of information, there is clearly much more knowledge in the
world than what meets the eye (or other sense organs).

A proto-human would have had better chances to reproduce, if
one day she would have woken up with the knowledge that: 10
kilometers up-north there is a waterfall; tomorrow, boars will
visit it; she has a 40% chance of catching one; her friends will
want to steal her prey. Such knowledge, however, oftentimes
remains obscure, as it cannot be drawn from one’s direct experi-
ence. Within Construal Level Theory (e.g., Liberman & Trope
2008; 2014; Trope & Liberman 2010), the aforementioned episte-
mic barriers are termed “dimensions of psychological distance.”
Trope and Liberman posit that much of the ignorance we face
in life is a result of spatial, temporal, and social distance, and
because of uncertainty concerning the ontological status of things
(hypotheticality) – and that the attempt to mitigate ignorance and
uncertainty is an important force in human cognition.

The crucial importance of mitigating uncertainty is also a hall-
mark of PP theory. Most notably, Active Inference Theory
(Friston 2010) subsumes all cognitive activity under a single epi-
stemic imperative – the attempt to reduce the surprise24 that we
expect to experience in our next interaction with reality (a process
termed “free-energy”25 minimization). In information-theoretic
terms, expected surprise is the same as uncertainty; thus, Active
Inference Theory suggests that every action an organism makes
is an attempt to reduce uncertainty.

Several key insights emerge from this account. A first insight
(which echoes discussions of the intentionality of the mind;
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Brentano 1874; for example, Searle 1983; Velleman 1992) is that
prior representations/expectations can become consistent with
reality via two substitutable routes: organisms can either update
these representations so that they cohere with sense data, or act
in a manner that alters the world (and makes these predictions
accurate). A second key insight is that the epistemic imperative
can explain supposedly non-epistemic (i.e., utilitarian) phenom-
ena such as mate-seeking and defensive behaviors. This is because
organisms have prior representations/expectations that they will
continue to live (e.g., will eat, will not be predated)26; given
these predictions, and given the substitutability of belief and
action, the imperative “to be right” brings about a state wherein
predictions are often fulfilled, and organisms survive.

Other theories in the predictive brain landscape (e.g.,
Suddendorf & Corballis 2007) may not endorse the idea accord-
ing to which the mitigation of ignorance and uncertainty is the
goal of the mind, but nonetheless, stress that the ability to predict
the future is what led to humans’ evolutionary success. Simply
stated, these theories argue that the person who was just about
to go into a bear’s cave, but suddenly gained a glimpse into the
unfortunate outcome of such an action, would have outlived his
future-myopic friend. Although our account is consistent with
theories of prospection, we wish to highlight that futurity is just
one of a number of epistemic barriers that humans may face.
As described earlier, other dimensions of psychological distance
(i.e., spatial distance, social distance, hypotheticality) also engender
uncertainty.

Moreover, many of the unknowns of reality do not stem
directly from divergence from one’s own experience of the here
and now. For example, one can observe lightning hit the ground
without knowing what caused it, even though this occurrence is
not distant in time, space, and social perspective. In other
words, understanding the cause of a phenomenon (e.g., by devel-
oping a theory of electricity), which affords additional advantages
(in the form of artifacts such as electrical lighting), is not reduc-
ible to traversing one of the psychological distance dimensions.

Finally, it should be stressed that a central aspect of the uncer-
tainty faced by humans also extends to social reality. Traversing
social distance may concern the mental states of individuals
(i.e., perspective-taking/mentalizing/theory-of-mind; e.g., Baron-
Cohen et al. 1985; Heider 1958; Jones & Davis 1965; Kelley
1973; Malle & Holbrook 2012; Trope 1986;) or may concern social
constructions (for example, in attempting to understand the dis-
tinction between homicide in the first vs. second degree).
Moreover, even when the object of a person’s inquiry does not
appear to be social in nature (e.g., what is the shape of the
earth), people might perceive other minds to be of much rele-
vance, and wish to align themselves with the beliefs of others
(Echterhoff et al. 2009; Janis 1972).

Indeed, research shows that (sometimes) the function of beliefs
might not be to accurately represent reality – but rather to facili-
tate traversing social distance by creating unity of minds. Studies
have shown that individuals’ desire to arrive at “shared reality”
(Echterhoff et al. 2009) can overshadow the motivation to attain
veridical beliefs about the world (e.g., Asch 1951; Turner 1991;
for a meta-analysis, see Bond & Smith 1996). For example,
when a leader announces that the sun is an almighty God, she
could refer to a factual state of the world (in which case it
would be relevant to consider evidence for and against this prop-
osition); she may, however, implicitly mean something like “let us
create a social group that would be united by the belief that the
sun is an almighty god, leaving outside of our group anybody

who does not believe so.” The generation of unifying myths
(Campbell 1991/1959), and more broadly, the generation of insti-
tutional facts (Searle 2010), have immense societal ramifications –
they facilitate traversing social distance within groups of individ-
uals and can thereby form the basis for creating large social struc-
tures such as tribes, religions, nations, and ideologies (which, in
and of themselves likely contributed to the evolutionary fitness
of humans; Henrich 2015).

Thus, despite the critical importance of prospection, the future
is just one of many epistemic and social barriers that humans try
to traverse. Importantly, similarly to Active Inference Theory, we
argue that the process of traversing temporal distance shares
many commonalities with the attempt to traverse other epistemic
barriers. Therefore, in our subsequent discussion of prospection,
we refer to this process under the more general heading of mental
travel.

3.1. How does mental travel occur?

In the preceding section, we echoed theories of the predictive
brain and suggested that the need to traverse the unknown is a
central functionality of our brain and cognition. How is the feat
of mental travel performed, and what is the role of our reservoir
of abstract mental entities in this process? In the remainder of the
manuscript, we present our answer to this question, which is
mostly focused on deliberative acts of mental travel carried out
by human beings.

As noted earlier, the act of abstraction creates a rich storehouse
of various mental representations. Theories of prospection often
stress that our memories of specific episodes are the critical reser-
voir of information upon which we build simulations of future
worlds (e.g., Suddendorf & Corballis 2007). However, we wish
to stress that all other types of abstract mental representations
(e.g., categories, predicators, hierarchies, scripts) are just as impor-
tant in mental travel. We shall refer to the reservoir of mental rep-
resentations, which serve as the basis for the act of mental travel
as the reservoir of source representations.

Importantly, when facing a specific problem of mental travel,
people access their reservoir of source representations and gener-
ate a representation that models the specific problem at hand. For
example, in order to decide whether to split the check in a restau-
rant on a first romantic date, we may access our knowledge
regarding gender roles, the social background and the likely dis-
positions of the person in front of us, and recollect episodes of
going on a first date. Based on this plethora of information we
generate a target representation. In generating this representation,
we make decisions regarding the relevant dimensions of the situa-
tion. For example, when deciding whether to split the check, I
might consider the color of the clothes of my date to be an irrel-
evant dimension, but the gender and age of this person may seem
to provide relevant information. Thus, the generation of the target
representation constitutes an act of abstraction in and of itself.

However, generating a target representation is not the end of
the story. Some mental processes must rely on this model of the
situation and generate tenable predictions. A central tenet in
many theories of prospection is the idea that people prospect by
simulating future events (e.g., Barsalou 2009; Bechara et al.
2003; Gilbert & Wilson 2007; Redish 2013; Schacter et al. 2007).
For example, when John is considering whether he should call
or text his date from the day before, he could imagine calling
her: “The phone is ringing, no one is picking up. I am ending
the call. Now I don’t know whether she’s busy or whether she’s
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not interested. This is very stressful.” Having simulated this, John
might decide that his best course of action is to send a text message
on Facebook so that he could see whether the message was read.

The functionality of a simulation stems from the fact that the
person running the simulation self-projects into it, that is,
becomes an agent in the simulated situation. When the simulation
is vivid and detailed (and thus similar to direct perception),
reality-oriented processes (e.g., sensorimotor and affective/moti-
vational processing, spatiotemporal associations, scripts) respond
similarly to how they would react in real life (Gallese & Goldman
1998; Gordon 1986; Moulton & Kosslyn 2009). By “reading” the
responses of the simulated self, one can generate new knowledge
about the situation and decide how to act (e.g., Gallese &
Goldman 1998).

Although the dating scenario described above represents a case
wherein simulation is used to reason about consequences in a rel-
atively novel scenario, simulation is also important in situations
wherein organisms learn action-outcome contingencies from
repeated experience (i.e., Reinforcement Learning; [RL]; e.g.,
Redish 2016; Skinner 1938; Tolman 1948). Research in this area
distinguishes between “model-free” and “model-based” learning.
In model-free learning, organisms choose their actions based on
a representation that is simply an aggregation of previous hedonic
outcomes associated with an action; as such, model-free behavior
is impervious to sudden changes in the future (expected) utility of
an action (for example, because of sudden devaluation of the
rewards; Dickinson 1985). In contrast to model-free learning,
many organisms can also learn to represent action-outcome con-
tingencies in a “cognitive” (Tolman 1948), “model-based” (Daw &
Dayan 2014) manner – namely, as a structured representation of
the different possible states of the world, and the possible transi-
tions between these states. Such target representations enable
deliberative prediction processes (i.e., prospection), in which
actions are selected based on consideration of future utilities
rather than force of habit (Niv et al. 2006).

Much research suggests that model-based decision-making
relies on simulation processes, or, as it is often referred to in
the RL context – a process of “vicarious trial and error” (Redish
2016; Tolman 1948). During vicarious trial and error, organisms
mentally test-out the different alternatives outlined in their
model, and “read” the rewards and costs from the simulated sce-
nario in order to choose the most favorable action. Indeed, single-
cell recording studies have conclusively shown that when trying to
choose between two arms in a T-maze, rats activate place cells that
correspond to different routes they may take, thereby “mentally
traveling” through the maze while sitting still (Amemiya &
Redish 2016; Johnson & Redish 2007). Moreover, once the rat
“arrives” at its goal, the simulation activates reward circuitry,
allowing the rat to evaluate the action (van der Meer et al.
2010). Such findings provide compelling evidence for the impor-
tance of mental simulation in decision-making.

Despite the emphasis in the literature on the process of pro-
spection via simulation (e.g., Barsalou 2009; Schacter et al.
2007), we contend that simulation is not the only route by
which people can traverse the unknown; rather, people can also
use theory-based inference; namely, “mentally travel” by relying
on analogical reasoning (e.g., Gentner & Medina 1998; Hummel
& Holyoak 1997; Reeves & Weisberg 1994) and on deduction
(e.g., Evans 2003; Goodwin & Johnson-Laird 2013; Kuczaj &
Daly 1979). For example, I can employ Sherlock-Holmes-like
skills and reason that because my date studied at Vassar
College, there is a good a chance that she has a negative view of

traditional gender roles, which means that I should not offer to
pay the check. Similarly, if I am to decide on whether to choose
radio station X or Y, I do not necessarily need to simulate the
expected outcomes. Instead, I can simply engage in proposition-
based deduction (e.g., “station X plays classical music and station
Y plays jazz; I am a person who prefers classical music; I should
choose that which I prefer”). Unlike simulation, this form of
inference does not require that one construct a representation
that resembles sensory reality or experienced outcomes (e.g., hear-
ing the music in my mind, feeling pleasure); therefore, theory-
based inference is more likely to rely on mental representations of
higher abstractness such as highly abstract categories, intangible
abstracta, and predicators.

The distinction between theory-based inference and simulation
has been a topic of much discussion within the literature on
perspective-taking/mentalizing (i.e., the “theory-theory” vs. “simu-
lation theory” debate; e.g., Apperly 2008; Gallese & Goldman 1998;
Gilead et al. 2016; Gordon 1986), which, in our terminology,
addressed the process of traversing social distance. Yet, it has
been almost entirely absent from the literature on prospection.

When would people rely on theory-based inference and when
will they simulate? As defined herein, simulation is a process that
entails the projection of the self into a specific spatiotemporal
context. Thus, whenever such a projection is difficult or unhelp-
ful, we should predict that individuals will instead rely on theory-
based inference:

When attempting to predict an event occurring at a specific
spatiotemporal context (e.g., “where should we go for dinner?”)
simulation is a good idea (“I am eating this dish that I love.
This is fun. Uh-oh, here comes the check.”) However, when pre-
dicting outcomes that are not reducible to a representative sce-
nario (e.g., “what will happen to divorce rates in the UK in the
next five years?”) simulation is largely irrelevant. One can simu-
late episodes contributing to a specific couple getting a divorce
(e.g., an episode of infidelity) – yet such simulations do not really
tell us what will happen on the national scale. Instead, it is better
to use theory-based inference process such as proposition-based
deduction (e.g., “the economy is in decline… economic hardship
can increase marital distress”).

When outcomes are not determined by human agents, the use-
fulness of being able to “read” the response of the simulated agent
goes away, and theory-based inference should be more likely. For
example, when trying to predict whether a specific greyhound will
win at the races, individuals will likely perform some calculation
based on past statistics and betting odds (rather than simulating
the greyhound running, the wind blowing in his ears).
Moreover, when outcomes are determined by members of a con-
flict group, these individuals are sometimes dehumanized to such
an extent that they are deemed as no different from objects or
animals (e.g., Haslam & Loughnan 2014); in such cases people
will likewise often rely on abstract theory-based inferences (e.g.,
theories that explain all human behavior in terms of rewards
and punishments) rather than on simulation.

When simulated others are dissimilar from the self, the utility
of “reading” one’s own responses to the simulated scenario dimin-
ishes, rendering the simulation less useful. For example, if I wish
to figure out whether a close friend will be amused by a joke I can
probably simulate my own response to the situation. In contrast, if
I am interacting with a person who is socially distant (e.g., some-
one much younger) I might lack many of the specific parameters
needed for the simulation and will be more likely to rely upon
abstract knowledge and theory-based inference.
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When events have some precedence in one’s reservoir of spe-
cific episodic memories (e.g., “how successful will I be as a come-
dian?”) simulating these events can be useful (e.g., remembering
times where your jokes fell flat). However, when no relevant epi-
sodes exist (e.g., “how successful will I be as a professional wres-
tler?”) one can only rely on more abstract knowledge concerning
the self (e.g., “I am an out of shape academic, this is not the typ-
ical demographic you see in professional wrestling; there might be
a reason for that”).

Despite these considerations, people often rely on simulation
even when projection to a specific spatiotemporal context is less
appropriate. For example, theory-based inference will probably
be less likely when it requires the application of long, complex
computations, and whenever cognitive resources are depleted
(e.g., Stanovich & West 2000). Furthermore, because theory-based
inference often depends on socially-acquired knowledge (e.g.,
heuristics and stereotypes, rules of normative probabilistic or
logical inference, math, and so on), individuals who lack such
knowledge (e.g., because of their young age, illiteracy) are more
likely to use simulation during mental travel.

3.3. Interim summary: Section 3

In section 3 we proposed a bird’s-eye account of mental travel.
This account is somewhat at odds with several aspects of current
theorizing: (i) contrary to some theories of prediction, we high-
light that futurity is just one of the many epistemic barriers
humans overcome (ii); contrary to theories that suggest that pre-
diction is purely an epistemic process, we highlight that in
humans, mental travel is often guided by the motivation to arrive
at a state of shared belief with other humans – regardless of the
truthfulness of those beliefs; (iii) contrary to theories that put a
focus on episodic memory and simulation as the primary con-
duits of prospection, we highlight that an act of mental travel
draws on a plethora of “source representations,” some are rela-
tively concrete and others are more abstract – and on both simu-
lation and theory-based inference.

This account will now serve as the basis for our discussion of
the role of different abstract mental representations in mental
travel. In section 4, we explain why the diverse representational
ontology we described in section 2 is indispensable in allowing
mental travel. Finally, in section 5, we will review the empirical
neuroscientific evidence that supports this account of representa-
tional diversity.

4. The members of our diverse representational ontology
all help in meeting the challenges of mental travel

The challenge of mental travel stems from the fact that no
target-representation will ever be identical to reality. However,
what seems different on a concrete level could be seen as similar
on a more abstract level. At the most rudimentary level, abstrac-
tion makes mental travel possible by introducing invariance
among distinct experiences. Thus, although you cannot step
twice into the same river, as the famous aphorism from
Heraclitus goes, having a multimodal abstractum of water intro-
duces stability into this endless variety, allowing the prediction
that any time you put your feet in the river, it would feel wet.
The organization of abstracta within networks allows us to predict
which abstracta are likely to co-occur with a given abstractum
(i.e., “this is a river; there must be fish around here.”) The orga-
nization of categories within hierarchical structures allows us to

draw inferences concerning properties of novel objects, based
on their place in a hierarchy (i.e., “this is a fish; therefore, it
must be edible like other fish.”). The ability to organize episodes
in temporal structures can allow us to re-play extended sequences
and predict the conclusion of a possible course of action (“last
time I ate fish, I ended up nauseous.”) Finally, the cross-temporal
organization of abstracta in scripts let us know what to expect and
how to behave in situations that happen repeatedly (“whenever I
feel nauseous, eating rice helps me feel better.”)

In other words, the representational structures described ear-
lier form the bridges that allow us to traverse uncertainty. In
light of this, we believe that the link between abstraction and men-
tal travel is fundamental to any consideration of these constructs;
there is no mental travel without abstraction, and there is no need
for abstraction but to support mental travel.

Beyond this fundamental claim, we argue that the different
representational entities described earlier all play crucial roles in
several (often-unrecognized) challenges associated with mental
travel. We now turn to explicate this point.

4.1. The challenge of optimizing the accuracy/detail tradeoff of
the target representation

In order for a target-representation to be functional, it must be
accurate and detailed. When either condition is not met, the tar-
get representation is useless. For example, when trying to decide
whether to go on a blind date, you may ponder, “what will my
date look like?” If you tell yourself - “she will look like a
human” you will be accurate, but this prediction will not provide
you with any detail to guide your love life. In contrast, if you pre-
dict that - “she is 5’11 and has blonde hair,” you have generated a
detailed prediction, which could be useful except that it is less
likely to correspond to reality.

As noted, the act of abstraction generates hierarchies of repre-
sentations at varying levels of abstractness (e.g., “mammal,”
“human,” “young human male with blonde hair”). This hierarchi-
cal organization of mental representations facilitates the construc-
tion of target representations in a manner that optimizes the
accuracy-detail tradeoff.27 By assessing the amount of knowledge
at hand, one can tune the degree to which her prediction will be
detailed and specific. Based on this logic, Construal Level Theory
predicts that whenever people contemplate events that are more
psychologically distant – and therefore involve more uncertainty –
the optimal point of the accuracy/detail tradeoff moves towards
higher-level abstractness and less detail (Shapira et al. 2012). Such
logic is also consistent with the normative principle of Occam’s
razor,28 according to which the best model is the one that introduces
the least amount of (unsubstantiated) assumptions.29

Much research based on this theory shows that cognition
abides by these normative principles and that the degree of
psychological distance from an occurrence is a critical factor in
determining the degree of representational abstractness. To give
just a few examples, research has shown that people use more
inclusive categories (Kruger et al. 2014; Liberman et al. 2002)
and more abstract language (Bhatia & Walasek 2016; Fujita
et al. 2006; Liberman & Trope 1998; Snefjella & Kuperman
2015) when imagining or making predictions of more distant
situations (for reviews, see Liberman & Trope 2014; Trope &
Liberman 2010).

Upon this view, the capacity to mentally travel to distant loca-
tions, planning farther into the future, imagining counterfactual
worlds that are less similar to one’s experiences, and taking the
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perspectives of more socially distal others – should co-occur with
each other, as well as with an improved ability to form relatively
more abstract mental representations. This co-occurrence should
be evident across human evolution (e.g., the co-occurrence of
greater interaction with distant others and the emergence
of belief in imaginary moralizing deities; Norenzayan 2013),
throughout ontogeny (e.g., the co-occurrence of delay of gratifica-
tion and advanced reasoning ability; e.g., Rodriguez et al. 1989),
as well as in covariance across individuals (e.g., co-morbidity
between deficiencies in social perspective-taking and delay of
gratification; e.g., Faja et al. 2013).

4.2. The challenge of making the construction of
target-representations computationally efficient

Hoarding memories in a massive library of source representation
will not do any good if transforming these into a target represen-
tation takes too long. What are the representational capacities that
allow for efficient construction of target representations?

Consider the example of two international travelers. John goes
to an airfare search website and seeks out a flight to Bangkok by
looking at the entire list of flights, and considering whether each
of them suits him in terms of price, time, and number of layovers.
Jane is likewise searching for a flight to Bangkok but filters the
flights and looks only at prices and times within the acceptable
range. Alhtough both travelers will eventually find a flight, Jane
used the taxonomic organization of the flight database and should
find a flight more efficiently. Likewise, our database of mental
representations is organized as a hierarchical taxonomy, allowing
us to efficiently and quickly retrieve task-relevant source-represen-
tations from memory, and use them in order to construct target-
representations. This provides the computational infrastructure
that helps us to handle our massive storehouse of mental represen-
tations in an efficient manner (Bower et al. 1969; Cohen 2000).

If it is indeed the case that humans’ capacity to organize
abstracta within complex hierarchical structures increases retrieval
efficiency, two straight-forward predictions follow: First, as
demands for efficiency increase (for example, as individuals
accrue more and more knowledge in a specific domain) people
should be more likely to represent information in a structured,
hierarchical manner (rather than, for example, strictly based on
temporal order). Second, it should be the case that hierarchical
organization in memory will indeed facilitate fast retrieval
from long-term memory. The degree to which we organize
our knowledge based on temporal contiguity or category-based
hierarchies can be readily gauged by examining the clustering of
items during free recall (Kahana 1996). However, memory
research has not yet examined how the efficiency of subsequent
retrieval is affected by the organization of material in long-term
memory, nor has it examined the relation between the amount
of information encoded (e.g., because of expertise) and the nature
of its organization. These fundamental issues concerning memory
volume, efficiency, and organization await further research.

Finally, like hierarchies of abstracta, predicators also allow effi-
cient use of mental representations in that they contain free var-
iables that make them applicable across various domains. For
example, encoding “hang” as a predicator allows one to generate
both “hang a picture” and “hang a towel” without requiring the
learning of each of the specific instantiations. Indeed, research
on primate language acquisition has shown that chimpanzees
that were taught how to use signs as predicators (e.g., when
they learned the meaning of a sign for “give me” as an entity that

exists separately from “give me a banana” and “give me an
apple”) could process a multitude of different assertions (e.g.,
“give me juice,” “give me carrots”) – without the need be explicitly
instructed on the meaning of each of these compositions, which
would have been an intractable task (Savage-Rumbaugh et al. 1978).

4.3. The challenge of creating a richer repertoire of possible
target-representations

If our repertoire of target representations would have been limited
to previously-experienced events, mental travel would have been
less useful. Theories of prospection stress that reshuffling of epi-
sodic memories allows us to generate many novel constructions,
and thereby imagine previously unencountered events. According
to our account, the reservoir of mental content we draw upon
when constructing target-representations is not limited to epi-
sodic memories. Rather, humans use their full arsenal of source
representations in order to enhance their ability to construe a
multitude of alternative worlds. Below we outline three routes
by which this is achieved.

4.3.1. Analogical transfer
One route by which a new target-representation can be generated
is by importing some (but not all) aspects of existing
source-representations into a new domain via analogical transfer
(Gentner & Markman 1997). Consider the case of a newly-elected
president, facing a crisis of increasing tension with a foreign coun-
try. Lacking experience in foreign policy, the president might seek
an analogy to this political situation. She might invoke a play-
ground script - “if you share your toys with other kids they will
like you – I should offer concessions”. Thinking that “foreign pol-
itics are like a playground” suggests that it involves a relation of
reciprocity wherein you give X now, and you shall receive Y
later – but does not imply that it involves a sandbox.

It is widely argued that without relational predicators that
instantiate relatively abstract relations (e.g., “containment,” “tran-
sitivity”; in our example - “reciprocity”) the capacity for system-
atic analogical thought and inference would have been limited
(see Gentner 1983; Penn et al. 2008) – and accordingly, our ability
to construct novel target representations and traverse the
unknown would have been less impressive.

4.3.2. Permutation
A second route by which abstraction broadens the scope of pos-
sible target-representations is by facilitating permutation (or
“conceptual combination”; e.g., Fauconnier & Turner 2008).
Consider the example of a cook contemplating a new dish. He
can rely on an existing recipe and simulate changing the prepara-
tion method, ingredients, and so forth. We hope, one of the dif-
ferent combinations will yield a novel, tasty dish.

Again, it is his ability for systematic permutation of arguments
within a predicator (e.g., fry(X); boil(Y)) that can greatly enhance
the number of compositions he can create, and accordingly, the
number of possible target-representations. Furthermore, the
mere diversity in our representational capacities (i.e., the emer-
gence of intangible abstracta, multimodal abstracta, categories)
and the ensuing multitude of permutable objects very likely con-
tributes to our capacity for representational generativity.

4.3.3. Cultural transfer
A third, critical route by which our diverse representational
capacities increase the scope of possible target-representations is
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by facilitating language and cultural transfer (e.g., Cavalli-Sforza
& Feldman 1981; Henrich 2015), namely, by subserving the pro-
cesses of symbolic interaction (Mead 1934). Using language and
other symbols (e.g., mathematical formula), we can efficiently
adopt target-representations created by other minds. For example,
my own experiences are unlikely to be helpful when generating a
hypothesis regarding the outcome of a physics experiment; in
such a case, I must rely on more abstract scripts that were gradu-
ally generated throughout human history, and on the cultural
transfer of this knowledge.

It goes without saying that linguistic entities enable cultural
transfer and that they are entities of a relatively high level of
abstractness. In fact, language and abstract representations are
so closely intertwined that they are sometimes thought of as syn-
onymous. Language inevitably makes use of categories and lem-
mas that symbolize their referents. Furthermore, the generativity
of language may rely upon the use of predicators (Bogdan 2008).

4.4. The challenge of decoupling the target-representation
from the real world

In order for a target-representation to be functional, it must not
be confused with reality. In the terminology of Nichols and
Stich (2000), the segregation of the target-representation from
the real world requires that the mental traveler creates a meta-
phorical “possible-worlds-box,” the contents of which are distinct
from reality. For example, when I imagine being chased by a tiger,
or when I read about a person running away from a tiger, I should
not confuse these thoughts with the presence of an actual tiger –
as the appropriate reaction is quite different.

Theories of embodied cognition (e.g., Barsalou 2008) suggest
that these different processes rely on the same representational
bases, such that when we read about a tiger or imagine a tiger
we activate the same perceptual and motor representations that
become activated when we encounter a real tiger. Supporting
this idea, much research shows that imagining visual stimuli acti-
vates the same neural regions involved in direct perception (e.g.,
Pearson et al. 2015; Redish 2013); furthermore, merely reading
verbs that pertain to sensorimotor states (e.g., “kick,” “toss”) acti-
vates brain regions that control hand or leg movement (e.g., Hauk
et al. 2004). Thus, it could have been easy to confuse simulation
with reality, leading to maladaptive responses.

Non-psychotic adults do not typically confuse real experiences
with imagined ones, although sometimes confusions do occur.
For example, under some extreme conditions (e.g., sleep depriva-
tion) normative individuals could be prone to hallucinations,
which they deem to be reality (Babkoff et al. 1989). Furthermore,
memory research (e.g., Johnson & Raye 1981; Goff & Roediger
1998) has shown that concrete, vivid simulations can easily give
rise to false memories, wherein an imagined event is mistakenly
thought of as one that really occurred.

There are several possibilities regarding the manner by which
our brains distinguish between simulation and reality. One possi-
bility is that the “possible worlds box” is implemented via differ-
ent modes of processing in the same neuronal populations.30 An
additional possibility proposed by our model is that in order
not to confuse imagination with reality individuals rely on
representations of higher abstractness, supposedly subserved by
different neuronal populations (Gilead et al. 2012; 2013). One
advantage of abstract representations is their lower correlation
with their referent. For example, the abstractum animal refers
to many instances of animals; when one activates this abstractum,

this activation may diffuse across many representations (e.g., cats,
birds, and dogs), weakly activating each one of them. Thinking of
Danny’s dog playing in the garden yesterday activates a smaller set
of representations, resulting in a more vivid mental image that
could be more readily misinterpreted with truly seeing a dog.

If it is indeed the case that more concrete representations are
more readily perceived as being real, it should be expected that
people will make strategic use of this situation whenever they
want to modulate the perceived factuality of displaced reference
statements (i.e., statements that pertain to events that do not
occur in the here and now). For example, it could be predicted
that a comparison between the language used by prosecutors,
who try to convince the judge and the jury that a transgression
occurred, and defense attorneys, who have the opposite aim,
will reveal that the latter use more abstract language (e.g., “Mr.
Johnson lied about the value of the car he sold Mr. Smith” vs.
“the defendant did not commit any wrongdoing in his business
transaction with the plaintiff”).

Finally, even when we accurately designate an event as being a
simulation (e.g., something we heard about from others rather
than experienced ourselves), we still need to designate whether
this event is fictional or non-fictional. We regularly distinguish
between biographies and a fairy-tales, documentaries, and non-
documentaries, and (we hope) fake news and real news. It is likely
that in order to make these distinctions we do not rely on different
modes of neural processing or different neuronal populations;
rather, we rely on the symbol-modifying capacities of predicators.
For example, intangible relational predicators such as “not,” “if,”
“imagine,” and “believe” may play a critical role in keeping repre-
sentations of fact, fiction, and hypotheticals logically and func-
tionally distinct.

4.5. The specific challenges of traversing social distance

As noted, one of the most important types of mental travel is the
traversing of social distance – the attempt to understand the
beliefs, desires, and intentions of others, and to arrive at states
of joint beliefs, desires, and intentions. In fact, several theories
of cognitive evolution contend that the need to traverse social dis-
tance was the selection pressure that drove the development of the
abstract representational capacities of humans (Deacon 1997;
Dunbar & Dunbar 1998). We will now turn to explain how
these representational capacities play a particularly important
role in overcoming challenges associated with the attempt to trav-
erse social distance.

4.5.1. Traversing the distance between two minds
Unlike any other dimensions of psychological distance, social dis-
tance can be traversed not only by using theory-based inference
and/or simulation, but also by two straight-forward routes: (i)
by simply asking the other person what is in her/his mind; (ii)
by telling another person what is on your mind (thereby, making
them to align themselves with the content of your mind). Clearly,
representations that serve as the building blocks of symbolic inter-
action (i.e., lemmas, categories, predicators) are crucial for this
type of communication-based alignment of minds (e.g., Austin
1975).

Furthermore, a unique complexity arises in the meeting of two
minds, in that these minds engage in simultaneous, interactive
predictions. In order to predict what my competitor in a chess
match will do, I must try to represent what she believes I believe
she will do, which depends on what she believes I believe she

Gilead et al.: Above and beyond the concrete 11

https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0140525X19002000
Downloaded from https://www.cambridge.org/core. Columbia University Libraries, on 27 Sep 2020 at 19:18:03, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/S0140525X19002000
https://www.cambridge.org/core


will do, and so forth (Camerer et al. 2002). The ability to process
such complex recursion may rely on the iterative use of predica-
tors that designate mental states, such as believe and think.

Indeed, the idea that mental state predicators are constitutive
for performance on tasks that require mentalizing is supported
by much research in developmental psychology (see Milligan
et al. 2007, for a meta-analysis). For example, research has pro-
vided evidence for a causal relation between mothers’ use of men-
tal state verbs and children’s subsequent performance on
false-belief tasks (e.g., Ruffman et al. 2002).

4.5.2. Traversing the distance across an entire society
The ability to share mental states at larger scales (e.g., across
nations, religions) provided the basis for large-scale cooperation
in child rearing, agriculture, knowledge transfer, all of which con-
tributed to humans’ evolutionary success (Henrich 2015).
Consider, for example, the emergence of a system of laws and
norms – that undoubtedly facilitated social coordination. The
use of abstract categories of behavior (i.e., murder) that are orga-
nized within a hierarchy of higher-order laws, constitutions,
virtues and values (e.g., “sanctity of life”), allows potential offend-
ers (and judges) to infer which behavior is prohibited –despite the
infinite concrete ways by which a person can be murdered (see
Hahn & Chater 1998). Moreover, the emergence of effective
norms and laws may require impressive recursive capacities. For
example, it has been argued (e.g., Searle 2010) that the ability
to form a modern economy relies on intricate mentalizing:
When a ruler declares that a note is valuable (i.e., a legal tender),
citizens must believe that this ruler has the capacity to assign
value to objects, that other people believe that it is indeed the
case and that others believe that other people believe that is the
case. As noted, this capacity may depend on the iterative use of
mental state predicators.

Finally, in order for people to be willing to cooperate with non-
kin individuals, it is useful to have credible displays of one’s
belonging and devotion to the group, a sort of “secret handshake”
that allows entrance to an arbitrarily-established clique (Henrich
2015). The knowledge and practice of intricate myths and rituals
(e.g., “thunder represents God’s fury”) are one especially potent
means to achieve these goals (Campbell 1968). Importantly,
such myths typically pertain to intangible abstracta (e.g., god)
that cannot be deduced empirically from one’s sense experience
and logic – and therefore cannot be known without admission
into the congregation and its specific teachings.

If it is indeed the case that beliefs pertaining to intangible
abstracta are especially potent in generating strong bonds between
strangers, it could be predicted that social groups that define their
beliefs in terms of intangible ideas should become more cohesive.
Future work could examine this prediction by investigating
whether individuals who discuss their group membership in
terms of more intangible ideas (e.g., “I am a Republican because
I believe in liberty”), rather than in terms of concrete policy/action
preferences (e.g., “I am a Republican because I don’t want the
government to take away my guns”) exhibit greater solidarity
with the group, and are more willing to engage in self-sacrificing
behaviors in the name of the group.

4.6. Interim summary: Section 4

After describing an ontology of abstract representations in section
2, and describing the process of mental travel in section 3, in sec-
tion 4 we have presented an account of how the diverse abstract

representational entities that inhabit our mind all play a crucial
role in mental travel. At this point we hope to have conveyed
the message that mental travel likely relies on a plethora of diverse
abstract representational entities – and that it may be insufficient
to characterize the representational bases of mental travel by using
relatively broad constructs such as “episodic memory,” “cognitive
model,” or by relying on an undifferentiated, continuous hierar-
chy of mental representations of different levels of abstractness.

It is possible that alternative models of mental travel could
account for the diverse competencies described herein, by assum-
ing a more parsimonious representational toolkit (e.g., explaining
the separation between reality and fiction without recourse to
entities such as predicators). Such attempts could help refine or
revise the model presented herein.

In the final part of this manuscript, we argue that if it is indeed
the case that the process of mental travel builds upon these rep-
resentational entities, understanding the neural bases of mental
travel requires understanding the neural bases of these different
types of mental representations.

5. Understanding the neural bases of the diverse
representational architecture of the mind is essential to
understanding the neural mechanisms of the predictive
brain

Currently, functional neuroimaging is the central method by
which cognitive neuroscientists study the neural bases of humans’
predictive cognition. As implied by its name, functional imaging
is most often employed to examine cognitive functions (e.g., pre-
dicting the future, memory retrieval, multisensory integration).
Such functions are progressive mental acts that operate upon
some object, a mental representation.31 Thus, when we observe
the predictive brain at work, we must remember to ask ourselves –
does our observation reflect the working of a type of cognitive
function, or the generation or use of a representational type?
(see Wood & Grafman 2003 for a similar perspective).

In the final section, we apply our representation-focused, plu-
ralistic perspective to the neuroscientific literature on predictive
cognition. We begin by examining whether/how the neuroscien-
tific literature coheres with our ontology of representational
types, and then go on to demonstrate why a better understanding
of the neural substrates of abstract mental representation may be
crucial for research on the predictive brain.

5.1. Does neural evidence support the diverse representational
ontology we have described?

In section 2, we provided an account of the different types of
abstracta that correspond to different meanings ascribed to the
term “abstract representation”: modality-specific abstracta, multi-
modal abstracta, categories, several complex structures, and predi-
cators. In this section, we will examine whether there is
neuroscientific evidence that these entities are indeed distinct
from each other.

5.1.1. Modality-specific abstracta
The existence of neural mechanisms specifically tuned to process
modality-specific perceptual patterns has been demonstrated con-
clusively. Most notably, Hubel and Wiesel (1962; 1968) used
single-cell recordings and showed that early visual processing
operates in a hierarchical manner: neurons on the retina and
the lateral geniculate nucleus respond to light at specific points
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of the physical world (Kuffler 1953); their projections converge to
early visual cortex “simple-cells” that show selectivity to lines in a
specific location and orientation; these “simple cells” converge to
“complex-cells” which are orientation- but not location-specific
(Hubel & Wiesel 1968).

This convergent architecture wherein neurons serve increas-
ingly abstract modality-specific features is believed to continue
until the generation of complex perceptual gestalts. Indeed,
research has shown that along the inferior temporal cortex, cell
assemblies converge to respond to gradually more invariant visual
properties such as faces (e.g., Desimone et al. 1984) and entire
scenes (e.g., Epstein & Kanwisher 1998). Despite these advances,
we still do not have a complete computational account of how
complex modality-specific objects, features, and relations (e.g.,
the image of a nose, the sound of a dog bark) are abstracted
and stored. However, such an account may be inching closer, as
scientists gain an increased theoretical understanding of the work-
ings of deep (i.e., multi-layered) artificial neural networks (see
LeCun et al. 2015).

A prevailing paradigm in neural network research is that
experience-based representation learning occurs when a specific
pattern of neuronal firing in a “lower-level” cell-assembly (i.e.,
pattern A) alters the strength of connections between the lower-
level neurons and higher-order neurons (or a “deeper” layer) –
in a way that increases the probability that a specific pattern in
the deeper layer (i.e., pattern B) will recur in the future32; specif-
ically, pattern B becomes more likely as activity at the lower level
becomes more similar to pattern A. The higher-level layer con-
tains fewer neurons33 and therefore generates a more compact
representation of the information in the lower-level layer. This
means that different patterns in the lower layer are substitutable
with each other in giving rise to the same pattern in the higher
layer. For example, different percepts of triangles (e.g., equilateral,
isosceles) which correspond to different patterns in the lower-
level layer, may generate the same pattern of activity in the
higher-level layer.

Some types of neural network architectures (especially those
used in the PP theory; e.g., the Helmholtz Machine; Hinton
et al. 1995) contain both bottom-up and top-down connections
between the layers, such that activation of the higher-level layer
(e.g., triangle) can re-generate the pattern of activity in the lower-
level layer (e.g., an equilateral triangle). Endowing neural net-
works with such a “generative” capacity gives rise to many of
the competencies observed in biological perception: Generative
architectures allow the higher-level representation to predict
future inputs, allow the network to “imagine” percepts, and
retrieve modality-specific representations based on partial inputs
(i.e., perform “pattern completion”; Hopfield 1982; O’Reilly &
McClelland 1994). Such evidence suggests that the artificial neural
network literature may indeed provide a good model of how
modality-specific abstracta are generated and used during mental
travel.

5.1.2. Multimodal abstracta
How are multimodal abstracta represented? According to the
modality-specific, widely distributed processing hypothesis (e.g.,
Farah & McClelland 1991; Barsalou 1999; Kiefer & Pulvermüller
2012) which is inspired by the classic research into artificial
neural networks (McClelland et al. 1986), multimodal representa-
tion are not subserved by specialized neural assemblies. Rather,
the multimodal representation of, for example, “dog” is instanti-
ated via reinstatement of patterns of activity across modality-

specific cell assemblies in the visual, auditory, and somatosensory
cortices. This hypothesis contradicts our model, in that it suggests
that multimodal representations do not constitute a distinct
representational type.

Despite the parsimony of this hypothesis, it is inconsistent
with recent research. Whereas relatively posterior temporal regions
subserve permanent (visual) representations, evidence from
single-cell recordings performed on humans (e.g., Mormann
et al. 2008; Quiroga et al. 2005; Quiroga et al. 2009) has shown
that neurons further downstream in the Medial Temporal Lobe
(MTL; i.e., in the hippocampus and in adjacent areas) selectively
respond to both visual and verbal presentation of specific places
and people, and thus may represent abstracted knowledge.

As noted earlier, whereas modality-specific abstracta can be
grouped together based on perceptual pattern similarity, multi-
modal abstracta can be grouped together based on temporal con-
tiguity. Much research has shown that the MTL, and especially
the hippocampus, is involved in binding together perceptually
distinct patterns based on the experience of their co-occurrence
(e.g., Danker et al. 2016; Davachi 2006; Eichenbaum et al. 2007;
Gottlieb et al. 2012; Sargolini et al. 2006). This research suggests
that the hippocampal system may be critical in the encoding and
retrieval of multimodal abstracta.34

Compelling evidence against the “modality-specific, widely
distributed processing hypothesis” comes from extant fMRI
research. In a comprehensive meta-analysis of functional neuro-
imaging studies of semantic processing, Binder et al. (2009) con-
cluded that “semantic” knowledge lies within a wide, distributed
network of regions, which includes the posterior inferior parietal
lobe and the angular gyrus, middle temporal gyrus, the fusiform
and parahippocampal gyri in the MTL, ventral, and dorsomedial
prefrontal cortex, posterior cingulate gyrus, and the Left Inferior
Frontal Gyrus (LIFG). These findings were replicated in research
that examined patterns of neural activity that were common to the
presentation of specific objects across different modalities (e.g.,
Fairhall & Caramazza 2013). The set of regions identified in
these studies overlap with the set of brain regions referred to as
the “Default-Mode Network” (DMN; Raichle et al. 2001).
Importantly, with the exception of the fusiform and parahippo-
campal gyri (which are involved in the explicit mental imagery
of concrete words; Gilead et al. 2013; Wang et al. 2010), this
large swath of the cortex has no overlap with brain areas involved
in sensory and motor processing – which suggests that multi-
modal abstracta are distinct from modality-specific abstracta
(Binder & Desai 2011).

As noted above, the idea of layers of cell-assemblies that are
abstracted away from their modality-specific instantiations is
inconsistent with classic connectionist models (e.g., Farah &
McClelland 1991). However, it is consistent with our view, as
well as with more recent reincarnations of connectionist modeling
(deep neural networks) that have shown that increasingly higher-
level layers of cell assemblies can come to represent highly-
abstract entities, that are coded in a (relatively) localized (rather
than distributed) format (Bowers 2009) – and thus correspond
to a-modal knowledge.

5.1.3. Categories
Multimodal objects that cannot be grouped based on spatial-
temporal contiguity may nonetheless be deemed as substitutable,
and generate categories. As noted, one does not need to encounter
an image of a poodle with the associated word “mammal” to be
able to categorize poodles as mammals (because poodles suckle
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milk and have hair). Categorical abstracta generate complex hier-
archies of increasing abstractness, that often rely on the explicit
linguistic transfer of socially-constructed criteria of substitutabil-
ity (rather than on discovery via associative learning). However,
is it the case that categories are neurally distinct from multimodal
abstracta, as suggested by our model?

According to Rosch et al. (1976), people categorize objects into
so-called “subordinate level” concepts (e.g., poodle), “basic-level”
(e.g., dog) and “superordinate level” concepts (e.g., mammal).
Unlike superordinate concepts such as mammal, basic-level con-
cepts such as dog are more likely to be discovered by associative
learning (e.g., observing various different dogs while hearing the
word “dog”) – and thus are more likely to evoke non-categorical
representations (specifically, multimodal or modality-specific
abstracta). Studies that have contrasted the processing of
superordinate-level concepts such as mammal with basic-level
concepts such as dog have found that processing the former
involves greater activation within the Left Inferior Frontal Gyrus
(LIFG) and the middle temporal gyrus (e.g., Raposo et al. 2012).

As noted earlier, categories also exist in the domain of goal-
directed action. For example, the goal to “put on running
shoes” is subordinate to the goal “going jogging,” which is in
turn subordinate to the goal of “maintaining health.” Research
into the functional architecture of the lateral prefrontal cortex
(e.g., Badre & D’Esposito 2007; 2009; Badre et al. 2010) suggests
that it is organized according to a hierarchy of abstractness
wherein more anterior and inferior lateral frontal regions (e.g.,
LIFG) code more abstract, superordinate actions.

Furthermore, as noted, in contrast to modality-specific and
multimodal abstracta, categories can refer to intangible entities.
Therefore, another way to investigate whether categorical
abstracta rely on a distinct neural population is by examining
the neural substrates of processing intangible (vs. tangible) con-
cepts. A comprehensive meta-analysis on intangible language pro-
cessing (Wang et al. 2010) has shown that processing intangible
words (e.g., justice, energy) as compared with processing of
concrete words (dog, door) activates the LIFG and the anterior
middle temporal gyrus.

Another way to investigate the neural substrates of categories is
to observe brain activity as participants engage in tasks in which
they attempt to find relations between stimuli that do not rely on
spatiotemporal contiguity or perceptual similarity. Such acts are
required during abstract analogical reasoning. Again, research
into analogical reasoning points toward left-lateralized anterior
frontal cortex as critical for this type of cognitive processing
(e.g., Bassok et al. 2012; Bunge et al. 2004; Whitaker et al. 2018;
see Hobieka et al. 2016 for meta-analysis).

Thus, research suggests that processing categories typically
recruits anterior left-lateralized frontal and potentially frontotem-
poral cortical regions, implicated in linguistic processing/interac-
tion (e.g., Kanwisher 2010). This provides tentative evidence that,
indeed, it may be warranted to consider categories as functionally
and anatomically distinct from multimodal abstracta.

As noted, most categorical abstracta (e.g., superordinate level
concepts like “mammal,” intangible concepts like “inflation
rate”) cannot be discovered without symbolic interaction with
other people. The fact that the processing of categorical abstracta
seems to rely on anterolateral frontal and temporal areas that are
also involved in linguistic processing may reflect an affinity
between the primary route by which criteria of substitutability
are acquired and the neural systems upon which their associated
abstracta eventually rely. Future research could investigate this

hypothesis further by delineating the neural bases of acts of
abstraction that rely on innate, personally experienced spatiotem-
poral contingencies, and socially-mediated criteria of substitut-
ability – and examine how these three routes relate to
subsequent retrieval of abstracta.

The acquisition of categorical knowledge via symbolic interac-
tion has not been widely addressed in computational models of
neural processing. The prevailing paradigm in neural network
technology relies on inductive learning that associates between
numerous instances (e.g., images of dogs and cats) and “labels”
(e.g., the word dog or cat). Although this approach has led to
impressive technological successes, the acquisition of categories
in humans (and the intelligent behavior this affords) often relies
on “one-shot learning” of criteria of substitutability, transferred
from one mind to another. We do not present children with pic-
tures of mammals alongside with the label “mammal” in order to
teach them about mammals – we supply them a definition that
allows them to recognize mammals and even imagine new
instances of mammals. Thus, despite the impressive successes of
technologies that followed the connectionist tradition, future
advances in artificial intelligence research may require a rap-
prochement between “symbolic” and deep neural network archi-
tectures (see Lake et al. 2017 for a similar position).

5.1.4. Complex structures
As noted in section 2, theories of cognition have long suggested
that representational entities bind together in an organized man-
ner to form complex structures (i.e., temporal structures such as
scripts and long-winding episodes, hierarchical taxonomies) that
subserve mental travel. Given that our model views these struc-
tures as amalgams of abstracta, we probably should not expect
to observe them as a distinct representational type – rather, as a
product of functional connections between regions that subserve
different types of abstracta described earlier, that is, as widely-
distributed patterns of processing. Even so, according to our rep-
resentational approach, investigators can still ask, for example,
whether some of these complex structures predominantly rely
on neural systems that subserve categories, multimodal abstracta,
and modality-specific abstracta.

For example, one important question is how the neural repre-
sentation of specific episodes differs from that of scripts. Whereas
memory for particular episodes can contain information concern-
ing specific perceptual details (e.g., the taste of the fish I ate),
scripts represent information that is invariant across different par-
ticular situations (e.g., visits to different restaurants), and should
rely less on modality-specific and multimodal abstracta. Indeed,
research examining the neural representation of specific episodes
versus general events (e.g., see Martinelli et al. 2013 for a meta-
analysis) shows that the retrieval of specific episodes relies on
visual areas (which subserve modality-specific abstracta) and on
the MTL (which may subserve multimodal abstracta); in contrast,
the retrieval of general event knowledge activates frontotemporal
regions (which may subserve categorical abstracta). Importantly,
contrary to some approaches in memory research, our perspective
suggests that such findings should not be interpreted as represent-
ing a distinction between “semantic” and “episodic” autobio-
graphical memory systems (e.g., Conway & Pleydell-Pearce
2000), but rather between systems that subserve categorical
abstracta and multimodal/modality-specific abstracta.

Our pluralistic representational perspective can also inform
attempts to reconcile findings concerning the neural substrates
of semantic and episodic memory. Although facts (“semantic”
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memory) are often represented more abstractly than episodes, our
model does not posit a one-to-one mapping between fact-
knowledge and categories (or between event-knowledge and mul-
timodal/modality-specific abstracta). For example, you can learn
the whereabouts of the Empire State Building via symbolic inter-
action, when you are told that “the Empire State Building is in
New York City”; in such a case, this fact will be encoded and rep-
resented by frontotemporal regions associated with categorical
abstracta. However, the same fact can be discovered based on spa-
tiotemporal contiguity experienced first-hand (e.g., repeatedly
passing by the building when visiting NYC) or by repeatedly not-
ing the unstructured association between the lemmas “New York”
and “Empire State Building” in books and movies. Thus, our
model suggests a partial dependence of semantic memory on neu-
ral substrates that are critical for episodic memory. In light of this,
our model can explain why focal bilateral lesions to the MTL
(critically associated with episodic memory) do not spare (nor
do they obliterate) fact-knowledge, but rather cause partial antero-
grade and retrograde semantic amnesia (e.g., Lah & Miller 2008;
Stark et al. 2005; Tulving et al. 1991).

Furthermore, our account predicts that research that attempts
to localize the “semantic system” by asking participants to process
words versus non-words (e.g., cloth vs. sworf) will activate the
multimodal representations associated with lemmas, and there-
fore, should often evoke MTL activations (see, e.g., Montefinese
2019, for evidence supporting this prediction). As such, our per-
spective helps make sense of supposedly contradictory findings in
the literature showing that the processing of “semantic” word
meanings and “episodic” memory largely overlap (Binder et al.
2009).

5.1.5. Predicators
As noted, since Frege (1892/1952a), the existence of so-called
“unsaturated entities,” sometimes simply referred to as “con-
cepts,” has been posited by philosophers of mind and language
– as these were thought to underlie the ability of mental represen-
tations to serve as functions that modify other mental representa-
tions. In contrast to the standard psychological approach (and
consistent with approaches in linguistics; e.g., Kratzer & Heim
1998) our representational ontology posits that “unsaturated”
entities (i.e., predicators) are distinct from “regular,” “saturated”
categories. Notably, this conjecture concerning the distinction
between predicators and other categories has received very little
attention in cognitive science (see Pylkkänen et al. 2011, for a dis-
cussion of this topic as an example for the disconnect between lin-
guistic theory and neuroscience).

One way to examine the neural basis of predication is to look
at the processing of verbs that differ in the number of arguments
they require in order to be saturated (e.g., one-argument verbs
such as “cringe,” vs. two- and three-argument verbs such as
“teach” that requires a specification of who taught who and
whom). A recurring finding from such studies (e.g., Thompson
et al. 2007; see Williams et al. 2017 for a discussion) is that the
left angular gyrus increases in activity with increased demands
for argument saturation – suggesting that this region may be cru-
cial for predication. To the extent that the left angular gyrus
indeed subserves predicators, our model predicts that it should
be especially important in argument-manipulation processes
such as those evident in logical deduction (e.g., application of
predicators such as “if,” and “or”), mathematical reasoning (e.g.,
the application of operations such as “minus” and “plus”), and
ToM reasoning tasks (which may involve the application of

mental state predicators such as “believe” and “think”). Indeed,
in all these domains, there is evidence that lesions to the left angu-
lar gyrus result in significant behavioral decrements (e.g.,
Dehaene et al. 2003; Eimontaite et al. 2018; Zimmerer et al. 2019).

Thus, to summarize, the research reviewed herein provides
compelling evidence for the distinction between modality-specific
abstracta and multi-modal abstracta, and suggests a tentative
model wherein the DMN, implicated in semantic cognition,
may be parsed into (i) an MTL hub, that subserves multimodal
abstracta; (ii) a left anterolateral frontotemporal hub, that sub-
serves categorical abstracta; and (iii) a temporal-parietal hub,
that subserves the unique class of “unsaturated” categories,
namely, predicators. Much further work is needed in order to
test, refine, or revise this neural model of mental representation
and conceptual cognition; however, such an endeavor is essential
in order to provide cognitive scientists with an accurate ontology
of the representational entities that exist in our mind – and that
subserve predictive cognition.

5.2. The neural bases of prediction

In this final section of the manuscript, we will apply our model to
the neuroscientific research on prospection/self-projection, RL,
and PP. In doing so, we highlight important issues that need to
be addressed in future research.

5.2.1. Self-projection
Much research has investigated the neural bases of various types
of goal-directed mental travel (often referred to as “self-
projection”; Buckner & Carroll 2007) – such as contemplating
future events (e.g., Addis et al. 2007), imagining hypothetical
scenarios (e.g., Hassabis et al. 2007), and taking the perspective
of others (e.g., Frith & Frith 1999). This research shows that it
is appropriate to consider different types of mental travel as shar-
ing an important common denominator. These various tasks all
reveal neural activity localized to the medial prefrontal cortex,
posterior cingulate cortex, and the angular gyrus – which are sub-
components of the DMN (for meta-analyses see Gilead et al.
2013; Spreng et al. 2009; for within-participants comparisons of
mentalizing and prospection tasks see Spreng & Grady 2010;
DuPre et al. 2016).

As noted, activity in these regions of the DMN is also associ-
ated with episodic memory retrieval (Kim 2016). In light of this,
one of the most prominent theories of the DMN is that it is
responsible for mental travel that occurs via simulations that
rely on episodic memory (i.e., the “self-projection via episodic
simulation” hypothesis; Buckner & Carroll 2007). Based on this
influential hypothesis, some studies have interpreted activation
of the DMN as a neural marker for the occurrence of episodic
simulation processes (e.g., Peters & Büchel 2010; Tamir &
Mitchell 2011; Tamir et al. 2015).

However, as noted, recent research suggests that virtually all of
the different components of DMN also subserve the representa-
tion of semantic (rather than episodic) knowledge (e.g., Binder
et al. 2009). In light of this, we suggest that the involvement of
DMN regions in mental travel may be attributed to its role in sub-
serving multimodal abstracta, categories and predicators.
Whenever we see that the MTL regions of the DMN are involved
in mental travel, this indeed may reflect the retrieval of particular
episodes and a more vivid simulation process (Madore et al.
2016); however, when MTL activity is absent (and activity in
the angular gyrus and anterolateral frontotemporal cortex is
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evident), we contend that that mental travel likely occurred via a
“theory-based” inferential process, that relied on more abstract
representations. Our account predicts that although episodic sim-
ulation can contribute to prospection, it is not essential. Indeed,
this prediction is supported by research showing that individuals
with extensive MTL damage have a preserved ability to reason
about future events in a rational, normative manner (despite
their deficiency in generating vivid simulations; e.g., De Luca
et al. 2018; Kwan et al. 2012).

Construal Level Theory argues that because people are more
ignorant about occurrences that are more psychologically distant,
increased distance entails reliance on representations of higher
abstractness, as these pertain to a greater number of possible alter-
natives and reduce error. Based on this, it could be predicted that
when people contemplate more distant situations, they should rely
on higher-level, superordinate categories which might be sub-
served by the LIFG and anterior temporal lobe. Partly supporting
this prediction, Packer and Cunningham (2009) have shown that
thinking of the more distant future resulted in activation in the
LIFG and anterior temporal lobe. Similarly, Tamir and Mitchell
(2010) and Majdandzic et al. (2016) have shown that activity in
the LIFG increases as participants predict the beliefs of increas-
ingly dissimilar others.

5.2.2. Reinforcement learning
As noted, it is widely held that there are two routes by which
organisms can make decisions in the context of RL tasks: in habit-
ual, “model-free” learning, the organism makes decisions using
pre-computed values that were calculated based on the history
of rewards associated with specific actions; in “model-based”
learning, the organism predicts potential rewards by using a hier-
archical mental representation that models the latent causal struc-
ture of events, and that allows deliberate prospection.

Much research provides compelling evidence that model-based
RL indeed relies on simulation processes of the type discussed
in the “self-projection” literature (e.g., Doll et al. 2015; Johnson
& Redish 2007; Redish 2016; van der Meer et al. 2010).
However, as we argued in section 3, episodic simulation may
not be the only route by which humans prospect. With the help
of representational conduits such as categories, predicators, and
scripts, we can form innumerable different models (in our termi-
nology, target representations) upon which different types of
theory-based inference processes (as well as simulations) can
operate.

Such theory-based inferences may also be important in repet-
itive value-based decisions (of the type discussed in the RL liter-
ature). Consider the example of a person who has to decide each
morning whether to drive to work through the city (which is often
busy with traffic), or the turnpike (which is less crowded, but
entails a fee). As she enters her car, she can generate a vivid sim-
ulation of driving through the city (e.g., seeing the traffic slowly
inching forward; feeling stressed by the prospect of being late).
Such a simulation will likely rely on activity in regions associated
with episodic memory retrieval (e.g., hippocampus) navigation
and mental imagery (e.g., parahippocampal gyrus), as well as in
regions involved in affective valuation (e.g., amygdala, anterior
ventral striatum, orbitofrontal cortex). However, this person can
also make her decision based on an abstract, theory-based infer-
ence – that does not require her to generate a facsimile of reality
(e.g., “this is summer so more people are on vacation, which
means that the city might be less crowded; however, rent prices
keep soaring, so people must have less disposable income to go

on vacation; the city will be swamped.”) Such inference likely
relies on regions that subserve the retrieval and systematic manip-
ulation of categorical abstracta (i.e., left-lateralized frontotemporal
regions). Thus, although research has conclusively shown that
humans do rely on concrete simulation during model-based
RL – this does not rule out the possibility that theory-based
inferences may also support model-based decisions. The extent
to which humans rely on such abstract inference processes in
the context of value-based decisions remains an open question.

A fuller understanding of the abstract representational bases of
cognition (and their diverse, hierarchical nature) is also crucial for
future research on model-free learning (which do not rely on
deliberation and prospection). RL studies have identified that
what animals learn is dependent on the learning situation (e.g.,
responses that were acquired in a specific situation do not neces-
sarily transfer to other situations). In light of this, as noted by
Redish et al. (2007, p. 790), a major question faced by the
decision-maker is: “not a decision-process question – Should I
act or not? – but rather a cognitive question – Which situation
am I in? … the recognition that the agent’s current situation
shares properties with previous (similar) situations.”

Our perspective suggests that the same exact environmental
situation can be categorized/construed at different levels of
abstractness. For example, a couple attending a basketball game
can construe the situation as “a night out in town” (which may
entail a craving for a nice glass of red wine) or “sitting on a sta-
dium seat at Madison Square Garden” (which would evoke crav-
ing for a hot dog). Research within Construal Level Theory has
demonstrated that increasing psychological distance from a situa-
tion makes people construe it more abstractly. Much behavioral
work within this framework has highlighted how this regularity
in the process of construal/situation-recognition can explain
various behavioral outcomes in the domain of decision-making
(e.g., variation in intertemporal discounting – Liberman & Trope
1998; Trope & Liberman 2000; self-control failures – Fujita et al.
2006; melioration – Pick-Alony et al. 2014; exploration–exploitation
decisions – Halamish & Liberman 2017; Yudkin et al. 2019).

The fact that the same situation can be categorized at different
levels of abstractness means that it is important to distinguish
between situation-recognition processes that are primarily based
on modality-specific or multimodal properties (e.g., a basketball
game is deemed similar to other crowded, loud gatherings) and
categorical characteristics (e.g., a basketball game is deemed sim-
ilar to other “competitive situations”). Our model predicts that the
former will rely on retrieval of representations in the hippocampal
network and sensory cortices, and the latter will rely on the left
lateral frontotemporal cortex. Future research is warranted in
order to examine these predictions.

Such considerations also give rise to novel, potentially impor-
tant research questions. For example, we know that “model-free,”
habitual behaviors can be triggered by situation-recognition pro-
cesses that pertain to modality-specific abstracta (e.g., a red light
in a Skinner box). However, can habitual responding be likewise
activated by recognition processes that rely on categorical
abstracta? For example, can model-free RL mechanisms be used
to condition a person to light a cigarette whenever she (specifi-
cally) reads the works of French existential philosophers (but
not of Russian Existentialists)?

5.2.3. Neurobiological models of predictive processing
We argued that abstract representations have a causal role in cog-
nitive processing. Moreover, echoing the “symbol-processing
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view” (Newell & Simon 1972), we suggested that some abstract
mental representations (predicators) have the capacity to interact
with other representations in a systematic manner, thereby giving
rise to a sort of “language of thought.” Like language, such a sys-
tem may be best modeled by its own unique principles (i.e., rather
than being modeled by the same principles that explain visual
perception and motor action).

The historic alternative to this view is the connectionist (or
“subsymbolic”) perspective (McClelland et al. 1986). Connectionist
models adopt a parsimonious architecture, wherein a simple set
of computations suffice to explain all aspects of cognitive func-
tioning – from basic perception to language. On this view, the
unique characteristics of different types of abstract mental repre-
sentations, and the unique functions they may afford, are epiphe-
nomenal to understanding the algorithms of the mind. In recent
years, developments of connectionist models (i.e., deep neural
networks) have demonstrated the utility of this approach, by
achieving remarkable success in solving real-world computational
challenges.

Neurobiological process-models of PP have been inspired by
neural network models (e.g., Hinton et al. 1995; Hinton et al.
2006) and likewise often adopted rather parsimonious mecha-
nisms. Most notably, similar to connectionist models, a major
strength of PP theory (and specifically, Active Inference
Theory) is that it shows how the complexity of cognition can nat-
urally arise from a canonical computation repeated across differ-
ent layers of a single continuum of representational abstractness.

Contrary to accounts that seek a “neat” organization of cogni-
tion, we advanced the case of the so-called “scruffies” (see Schank
& Abelson, in Clark 2013; Marcus 2009), namely, those who
believe that cognition has a “varied bag of tricks” (Clark 2013).
We do not deny the importance of subsymbolic processes and
representations but rather endorse a pluralistic perspective
according to which both subsymbolic and symbolic representa-
tions play crucial roles in cognition (see Griffiths et al. 2010 for
a similar pluralistic approach). Specifically, we argued that when
we zoom-in into different layers in the hierarchy of mental repre-
sentations, we reveal meaningful neurobiological distinctions (e.g.,
neural substrates) and functional distinctions (e.g., different roles
in prediction) – whose explication and integration with theories
of the predictive brain could further develop theory.

One area where such potential integration could be especially
meaningful is in the domain of mental health. PP models of psy-
chopathology have provided compelling accounts of mental ill-
nesses as stemming from aberrant belief-updating dynamics
between different layers of the representational hierarchy.
Specifically, the theory points at dysfunctionalities in the weight
given to update signals between higher- and lower-level layers,
as giving rise to “false beliefs,” and phenomena such as psychosis
and depression (e.g., Adams et al. 2013; Clark et al. 2018).
However, it is possible that some pathologies of belief formation
can also be attributed to aberrations of the unique computations
that occur within specific layers.

For example, if categories and predicators give rise to a “lan-
guage of thought,” one could ask how the dynamics within
such a highly-abstract system are related to illness. As illustrated
by Asimov’s (1950) depiction of the robot Herbie, who went
mad once he realized that he could not abide by some of his
imperatives without breaking others, empirical research suggests
that irreconcilable inconsistencies within one’s system of abstract
beliefs about the self (i.e., “cognitive dissonance”; Festinger
1962) can lead to emotional distress. When cast in terms of

Bayesian belief dynamics, confidently believing two contradictory
abstract propositions about the self (or “splitting”; Kernberg 1975;
e.g., “I am a bad person,” “I am a saint”) may generate instability
in the top-down predictions of the self-evidencing architecture of
the brain, giving rise to psychopathology (e.g., unstable self-
worth; borderline personality disorder). As a response, more resil-
ient individuals may construct a novel model that accounts for
conflicting beliefs (e.g., “I am human, and humans are multi-
dimensional”); once such a model is selected, it may “suppress”
prediction errors and increase the stability of the system.

Importantly, one unique principle of the layer of language-like
mental representations is that it is directly accessible via symbolic
interaction (e.g., through self-talk, or via talking with others).
Indeed, since Freud it has been argued that “speech therapy,” in
which patients are given novel interpretations of their experiences
can alleviate distress. Such symbolically-mediated belief-updating
processes – that are posited to be fundamental to many aspects of
human life – are currently not addressed within the PP literature.
As such, we suggest that attempts to model the dynamics that
occur within humans’ system of symbolic representations present
a future challenge for PP models, and a critical test of their ability
to provide a comprehensive account of psychological distress.

6. Concluding remarks

In recent years, cognitive scientists have increasingly taken to
investigate the role of prediction as a fundamental process of cog-
nition. It is widely held that humans’ advanced capacity for pro-
spective thought is subserved by similarly advanced capacities for
abstract mental representation. In light of this, in the current
manuscript, we attempted to provide an explicit and integrative
account of the abstract representational bases which allow
humans to “transcend the here and now.”

Based on theorizing and research in philosophy and in the
neural and cognitive sciences, in sections 1–2 we provided a
bird’s-eye view of the ontogeny and ontology of abstract mental
representations. In line with influential theories in the predictive
brain framework, we suggested that abstractions are built as a
hierarchy, ranging from the highly concrete to the highly abstract.
However, importantly, we argued that the different computational
challenges associated with prediction give rise to important qual-
itative differences between different types of abstractions that exist
along this hierarchy, generating meaningful diversity in the repre-
sentational substrates of the mind.

Specifically, echoing views from philosophy, we suggested that
the representational hierarchy can be parsed into three qualita-
tively distinct levels: modality-specific representations that are pri-
marily instantiated on perceptual pattern similarity; multimodal
representations that are primarily instantiated on spatiotemporal
association; and categorical representations, that are primarily
instantiated on social interaction. These representational elements
serve as the building blocks for more complex structures discussed
in cognitive psychology (i.e., episodes and scripts, networks and
hierarchies), and are the inputs for mental representations that
behave like functions, and have been discussed mainly in linguis-
tics, namely, predicators. We offer this ontology as our best
attempt at an “elemental table” of the mind – to be revised,
extended, or replaced.

We provided two types of arguments to support our model:
first, we explained how the different elements in this ontology
are all needed in order to account for humans’ impressive predic-
tive cognition; this argument may be contrasted by alternative
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theoretical models that explain how the capacity for mental travel
can be explained by a different, perhaps simpler, ontology.
Second, we examined how the neuroscientific evidence coheres
with our account and highlighted future research that could fur-
ther support or contrast our model.

If our conceptualization is somewhat right, then this means
that theories of the predictive cognition have endorsed an overly
simplistic picture of the representational architecture of the mind
and that this simplicity may hinder the ability of these models to
account for behavioral and neural phenomena. We highlighted
several directions by which our diverse representational ontology
could guide future research into the predictive brain (e.g., regard-
ing the functionality of the DMN, the role of theory-based infer-
ence in RL, and the role of symbolic representations in PP models
of psychiatric illness).

In conclusion, the evolving framework of the predictive brain
offers an opportunity for greater integration across the cognitive
sciences. Psychologists, neuroscientists, and philosophers have
long been working on piecing together ideas concerning the rep-
resentational bases of cognition. The current manuscript attempts
to build a bridge between this rich history and the newly evolving
framework of predictive cognition. It is our hope that this bridge
will assist scientists in their future mental travels.

Notes

1 And several other species (e.g., Clayton et al. 2007).
2 Although episodic memory is more detailed and concrete than semantic
memory, it is nonetheless declarative; namely, information that can be readily
put into words, and as such (per our discussion of abstraction later on) may be
considered more abstract than procedural/non-declarative memory.
3 Per definition, there are potentially innumerable mental states active at any
given moment; these states can extend for milliseconds or a lifetime.
4 This analysis of mental states in terms of their logical relation with the mind
and the world comes from Searle’s (e.g., 1979; 1983) discussion of intentional
states.
5 Clearly, some mental states (in their general form; e.g., wanting food) exist
prior to acts of abstraction performed throughout an individual’s life; they
stem from biological evolution.
6 Our use of the term belief/desire/intention is inclusive, refers to logical rela-
tions between the mind and the world, and does not entail specific claims
about the representational apparatus subserving beliefs or about their
human uniqueness (following Dennett & Haugeland 1987).
7 Satisfaction is the brief moment where our desires are met, or when novel
information evidences our beliefs. When put in the formal terms of active
inference theory (Friston 2005), satisfaction of an intentional state can be
thought of as minimization of free energy by the realignment of the sensory
units of the so-called “Markov blanket” (Kirchhoff et al. 2018) through the
altering of internal belief states, or through acting on the world.
8 The definition is inclusive in that it does not require consciousness or aware-
ness of the formation of this belief.
9 In Bayesian epistemology, abstraction can perhaps be seen as the formation
of a belief that different causes (e.g., chocolate, ice-cream) of an internal state
can be reduced to a single cause, a more parsimonious theory – a process akin
to model selection and dimensionality reduction.
10 See Griffiths et al. 2010, for a discussion of the merits of competence-level
analysis of cognition.
11 The notion of concreta is related to Frege’s (1892/1952b) notion of
Bedeutung (referent).
12 It is important to distinguish between internal criteria of substitutability,
which are the rules as they are represented in the mind that performed the
act of abstraction (i.e., things that are made of chocolate are tasty); and external
criteria of substitutability, which are the actual rules that determine the crite-
rion of substitutability (e.g., unbeknownst to the agent, the reason objects A
and B are considered by her as tasty is that they are sugary).

13 In the terminology of Medin et al. (1993), respects for similarity.
14 According to our definition, abstraction is fundamentally a situated,
context-dependent process (e.g., Barsalou 1983; Hintzman 1986; Smith &
Semin 2007). There is no “correct” hierarchy of abstracta, or some pre-defined
criterion for selecting the set of possible objects that will satisfy a belief or
desire. For example, in a specific context, “cake” may be deemed substitutable
with “ice cream” and both would form the concreta of “dessert”; in another
context, “cake” may be deemed substitutable with “bread,” and both will
form the concreta of “things that you bake.” In other words, the abstractum
is, in principle, a unit that is defined by an ad-hoc use. This, however, does
not preclude the emergence of regularly-used abstracta between individuals
or between different points in time, nor does it preclude the emergence of
abstracta that are more central than others (see later the discussion on the
emergence of complex representational structures).
15 Whereas influential models (e.g., Tversky 1977) have been long able to
address the problem of similarity-based categorization, attempts to precisely
model theory-based categorization (Murphy & Medin 1985) have been noto-
riously challenging (see Pothos & Chater 2002). Approaches that highlight the
need to provide the simplest theory (i.e., “the simplicity principle”; Chater &
Vitanyi 2003) provide a promising avenue for research on this problem
(Pothos & Chater 2002). Future application of the PP framework to higher-
order cognition may be able to provide formal accounts of theory-selection
processes during theory-based categorization.
16 In the terminology of Deacon (1997), which follows in the footsteps of
semiotic theory (Peirce 1931), such abstracta exhibit Iconic reference. The abil-
ity to perform such an act of abstraction is also referred to as the “Høffding
step” (1892).
17 In the semiotic terminology such abstracta exhibit Indexical reference.
18 In the terminology of the animal learning literature, episodes are types of
stimulus-stimulus associations (see Holland 2008 for a review).
19 In the semiotic terminology such abstracta exhibit Symbolic reference.
20 Note, however, that predicators are presumed mental (rather than linguis-
tic) entities, and their existence may be independent of language acquisition
(see Carruthers 2002, for discussion).
21 This view, which echoes perspectives from linguistics, diverges from the
prominent view in psychological research that assumes that predication (or
“conceptual combination”) entails a symmetrical interaction between two con-
cepts of similar standing.
22 Some version of feature-based exemplar or prototype theories may none-
theless be able to support predication (see Prinz 2012a, for a discussion).
23 Such a capacity may also subserve the ability to generate “ad-hoc catego-
ries” (see Barsalou 1983).
24 Formally, the discrepancy between our representations of the world before
and after we interact with it.
25 “Free-energy minimization” (Friston 2005) is an information-theoretic
description of the behavior of every self-organizing biological system (see
Kirchhoff et al. 2018 for further discussion); when applied to predictive pro-
cessing accounts of the brain, it describes the process of the long-run minimi-
zation of prediction errors.
26 Such priors are supposedly predominantly derived from processes that
occur at the evolutionary timescale.
27 In the terminology of Goldsmith et al. 2002, the tradeoff between accuracy
and grain size; see also Rosch et al. 1976.
28 This logic is also consistent with Active Inference Theory, that elaborates
how free-energy minimization entails minimizing the difference between the
accuracy of a model and its complexity, and thus, entails a preference for min-
imally complex models.
29 In the terminology of Active Inference Theory, such an account might
mean that with increasing psychological distance, the precision assigned to
descending signals at lower-levels of the hierarchy is attenuated relatively to
those at a higher level.
30 For example, it is suggested (Pezzulo et al. 2017) that within the hippocam-
pus, shifting from a mode of neuronal activity that generates theta oscillations
to a mode that involves “sharp waves and ripples” (e.g., Ylinen et al. 1995),
may reflect a shift from reality-oriented processing to simulation.
31 It should be noted that such a distinction between function and represen-
tation is disputed within sub-symbolic architectures (e.g., McClelland et al.
2010).

18 Gilead et al.: Above and beyond the concrete

https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0140525X19002000
Downloaded from https://www.cambridge.org/core. Columbia University Libraries, on 27 Sep 2020 at 19:18:03, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/S0140525X19002000
https://www.cambridge.org/core


32 An idea derived from research into long-term potentiation of neuronal
synapses; e.g., Kandel 2001; Lømo 1966.
33 More accurately, it is to the very least a “sparser” architecture (see Field
1994).
34 It could still be argued that the hippocampus simply provides a “transport
hub” between different modality-specific representations subserved by
modality-specific cortical systems (e.g., McClelland et al. 1995).
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Abstract

Autism has been described as a neural deficit in prediction,
people with autism manifest low perceptual construal and are
impaired at traversing psychological distances, and Gilead
et al.’s hierarchy from iconic to multimodal to fully abstract,
socially communicated representations is exactly the hierarchy
of representational impairment in autism, making autism a nat-
ural behavioural and neurophysiological test case for the predic-
tion–abstraction relationship.

Gilead et al. lament that theories of abstract cognition have been
left unintegrated in part because of a lack of terms of discourse
common across branches of the cognitive sciences, or even
between social and biological aspects of psychology. There is
indeed some irony in this all too lowly construed approach to
the cognitive science of construal and abstraction, distinct threads
of which have been appearing in the history of cognitive science
for at least the past seven decades. Our story begins with
Witkin’s (Witkin & Asch 1948; Witkin et al. 1962) notion of
field dependence in perception and psychophysics, and its subse-
quent relationship to gestalt-orientated cognition and to social
affiliation and perspective-taking (Witkin & Goodenough 1977).
This same idea of a concrete–abstract representational axis cutting
across perceptual and social aspects of cognition was recapitulated
by Frith (1989) and Frith and Happé (1994) as central coherence
in describing both autism’s decontextualised detail-orientated
perceptual stance and its likewise decontextualised egocentric
social perspective. Around the same time the idea was introduced
to social psychology by Trope (1989) first as an account of

dispositional trait versus situational state explanations of others’
behaviour, then extended to effects of temporal and other psycho-
logical distances on what Trope et al. had come to call perceptual
construal (Trope & Liberman 2003), the term adopted in the rest
of this commentary.

The syndrome of autism, along with its dimensional extension
to individual differences in autistic (or what Witkin called
field-independent) traits, exemplifies this association between
construal and psychological distance: Spatial, temporal, social,
and hypothetical distances resurface as autistic differences in
mapping between allocentric and egocentric space (Conson
et al. 2015; Frith & de Vignemont 2005; Hamilton et al. 2009;
Pearson et al. 2014; Ring et al. 2018), impulsivity and executive
disinhibition (Hill 2004), social perspective-taking and other
aspects of cognitive empathy (Baron-Cohen 1995), and repetitive-
behavioural aversion to unpredictability and change (Gomot &
Wicker 2012). Gilead et al. relate the distinction between raw per-
ceptual observations and elaborated cognitive models (abstracta)
to the contrast between detail-orientated, first-person simulation
and abstract, allocentric theory in predicting the behaviour of
the world; impairment in prediction when constraints are underspe-
cified, dynamic, or real-time – as is the case in social cognition – has
been identified time (Courchesne & Allen 1997) and again
(Sinha et al. 2014; Van de Cruys et al. 2014) as a unifying feature
of autism which may drive the co-occurrence of anxiety and
rituals, perceptual dysmodulation, visuomotor deficits, slowed
orienting of attention, and undifferentiated processing of stimuli
regardless of task-relevance. Because autistic predictions tend to
be founded more on iconic, concrete perceptual data rather
than on abstracta, they evoke many violations of expectation in
instances where observations would match the broad strokes of
an abstract model yet fail to match these minutiae (Van de
Cruys et al. 2014). This hyper-reliance on iconic representations
produces a style of cognitive inference by bricolage, that is, by
effortful construction and maintenance of complex representa-
tions and ideas bottom-up from the underlying details and
instances (Belmonte 2008a), which are preserved in lieu of
abstracta (Belmonte 2008b). This flattening of Gilead et al.’s hier-
archy of abstracta implements a cognitive style adroit at recognis-
ing relationships amongst numerous, low-construal percepts,
described by Baron-Cohen et al. (2009) as “systemising.”
Although it can confer superiority at detail-orientated disciplines,
this systemising style imposes such a great cognitive representa-
tional load that it cannot scale. Because predictions based on
inappropriately detailed cognitive models frequently evoke mis-
matches with observations, and such errors of accidental detail
are not differentiated from errors of essence (Van de Cruys
et al. 2014), the world amounts to a constant chaos of
Heraclitean flow in which one’s expectations are always and inex-
plicably wrong, sabotaging social and other domains of reward
and thus impairing learning and development. It’s no surprise,
then, that Gilead et al.’s hierarchy of representational qualities –
from concrete, iconic, modality-specific impressions, through
multimodal convergences (Brandwein et al. 2013; 2015;
Ostrolenk et al. 2019), to socially communicated, categorical
abstractions (Beker et al. 2018; Feldman et al. 2018; Smith et al.
2017; Stevenson et al. 2017) – is exactly the hierarchy of percep-
tual and representational abnormality in autism.

All this evidence shows Gilead et al.’s ontology of abstraction
and prediction to be consistent with historical concepts and find-
ings, and with what we know about autism, its prime test case. But
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retrospection is the game of Monday-morning quarterbacks –
what of prospective predictions, and experiments yet to be per-
formed? Drawing together all these strands can relate behavioural
and neural aspects of prediction and abstraction, psychological
distance and construal, with corollary implications for cultural
and sex differences in cognition: Gilead et al. speculatively peg
the default-mode network as the home of their cognitive
abstracta, although the true locus may lie rather in this network’s
interactions with other control networks. The default-mode net-
work is constitutively active in autism (Kennedy et al. 2006), per-
haps reflecting constant and largely fruitless attempts at predictive
modelling (Raichle 2015) of accidental detail, associated with low-
construal impulsive action (Shannon et al. 2011) and anxious
affect (Simpson et al. 2001a; 2001b).

The female advantage in default-mode network deactivation in
reward contexts (Dumais et al. 2018) seems consistent with
autism’s association with male-typical cognition (Baron-Cohen
et al. 2005), linking construal to cognitive sex differences. And
Witkin (1979) himself noted that construal variations can be a
function of culture; indeed individualistic cultures are associated
with a more systemising bias (Markus & Kitayama 1991;
Nisbett & Masuda 2003) and collectivistic cultures with higher
construal (Boduroglu et al. 2009; Masuda & Nisbett 2006). One
might predict, then, associations of individual trait construal
level (a.k.a. autistic traits, field dependence), situational state con-
strual level, sex and/or gender, and individualistic/collectivistic
culture with the frequency and/or duration of dynamic coupling
of default-mode with attentional and executive control networks
(Ryali et al. 2016). The degree of network coupling would reflect
individual and situational differences in the bias and range of
model-driven feedback versus environmentally bound feedfor-
ward cognitive control of perception, action, and affect, and
would be measurable with fMRI, or perhaps EEG/MEG
(Kitzbichler et al. 2015). Such a study would afford an opportu-
nity to reconstrue (as it were!) as a neurophysiological variable
the diversity with which individual humans walk the tightrope
between Aristotelian category and Heraclitean instance, between
Lacan’s (1966) le symbole and la chose.
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Abstract

Thinking about what the senses cannot grasp is one of the hall-
marks of human cognition. We argue that “intangible abstracta”
are represented differently from other products of abstraction,

that goal-derived categorization supports their learning, and that
they are grounded also in internalized linguistic and social inter-
action. We conclude by suggesting different ways in which
abstractness contributes to cement group cohesion.

In their thought-provoking article, Gilead and colleagues provide
a much needed unified conceptualization of abstraction and show
how modality-specific, categorical representations up to scripts
and more complex mental structures form a hierarchy of increas-
ingly abstract mental representations. Recently, we have proposed
an embodied/grounded theory of “abstract concepts,” the Words
As social Tools (WAT), that similarly highlights the role of lin-
guistic and social interaction (Borghi & Binkofski 2014; Borghi
et al. 2017; 2018a; 2018b; 2019a; 2019b).

Here, we focus on one of the highest rungs in their abstraction
ladder – categorical representations – and address three related
issues: the distinction between “tangible” and “intangible”
abstracta, the role that goal-derived categories might play in the
ontogeny of intangible abstracta, and the role of language and
sociality for their representation.

First, we argue that, even if the level of conceptual abstractness
is extremely variable and context dependent, intangible abstracta
differ from other tangible categorical representations, like super-
ordinate concepts, more than the authors acknowledge.
Intangible abstracta are considered among the hallmarks of
human cognition, indeed many authors argued that concrete
(tangible) and abstract (intangible) concepts rely on at least par-
tially separate systems (Shallice & Cooper 2013). It is to highlight
the difference between intangible abstracta and other categorical
representations that we have distinguished between abstraction
(the process leading to categorizing and representing concepts
hierarchically, e.g., “collie”–“dog”–“animal”) and abstractness
(the process leading to the formation of abstract concepts like
“freedom” whose referents are more detached from sensory
modalities and are not bounded single entities) (Borghi et al.
2019a). In our view, sensorimotor, interoceptive, linguistic, and
social dimensions are relevant for both intangible and tangible
abstracta, but to a different extent. Linguistic and social experi-
ence is certainly relevant also for tangible abstracta: we learn
from others that bats are mammals. Still, “mammals” refer to a
collection of perceivable exemplars that ultimately ground their
meaning; the case is different for concepts like “freedom”:
Linguistic and social inputs become essential to cohere otherwise
disparate perceptual experiences. Thus, the suggestion that, com-
pared to multimodal abstracta, “categories” engage areas linked to
linguistic processing as the left inferior frontal gyrus (LIFG) fits
well with our view, but holds more for intangible abstracta than
for superordinate concepts (Borghi et al. 2019a; see also Dove
2018).

We believe, however, that this evidence does not support the
claim that their representation should be considered as amodal.
Much evidence shows that the processing of intangible abstracta
also activates sensorimotor areas (Sakreida et al. 2013). Relying
uniquely on meta-analyses that focus on areas activated to a
greater extent by abstract than by concrete concepts risks to
downplay the importance of areas engaged by both; furthermore,
meta-analyses typically collapse across different kinds of intangi-
ble abstracta, and this can exclude important sensorimotor infor-
mation. Finally, neuroimaging studies generally include highly
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concrete items and collapse intermediate and highly abstract con-
cepts, thereby increasing the variability for abstract concepts
(Pollock 2018). Evidence shows that specific abstract concepts
are grounded in event-based, interoceptive, introspective, sensor-
imotor areas: for example, temporal concepts rely on perisylvian
locations generally identified in time perception studies (Lai &
Desai 2016), spatial processing areas in the posterior parietal cor-
tex are activated for numerical concepts whereas emotion con-
cepts engage regions of amygdala and orbitofrontal cortex
involved in emotional experience (Desai et al. 2018). Finally,
claiming that their representation is amodal is especially problem-
atic for tangible abstracta like superordinate concepts. Behavioural
studies have indeed shown that superordinates activate multiple
exemplars and their sensorimotor features through an instantia-
tion principle (Borghi et al. 2005; Heit & Barsalou 1996;
Murphy & Wisniewski 1989).

Second, we believe that ad hoc and goal-derived categories
(Barsalou 1983; 1985) should play a more important role within
the framework outlined by the authors. We propose that the capa-
bility to form and use goal-derived categories constitutes one of
the bases enabling the formation of intangible abstracta.
Learning intangible abstracta implies the ability to form and
acquire categories that do not have single objects as referent,
whose members are not perceptually similar. Such flexibility is
present in goal-derived categories, which generally cross the
boundaries of standard taxonomic categories, as in the case of
“birthday presents” that may include exemplars like flowers, ani-
mals, and artefacts. Learning goal-derived categories can provide a
bootstrapping mechanism useful for further acquisition of intan-
gible abstracta.

Third, several studies conducted in our lab and in other labs
have shown that abstract concepts activate linguistic experience
through the involvement of the mouth motor system.
Participants rate abstract concepts, particularly mental state
ones, as more associated with mouth than hand actions (Ghio
et al. 2013; Granito et al. 2015); consistently, fMRI has shown
that the mouth motor system is engaged during processing of
these concepts (Dreyer & Pulvermüller 2018). When participants
process abstract concepts, they are facilitated in responding using
the mouth rather than the hand (e.g., Borghi & Zarcone 2016;
Mazzuca et al. 2018). Furthermore, blocking the mouth selectively
influences abstract concepts acquisition, as demonstrated by stud-
ies with children who used the pacifier until late (Barca et al. 2017;
in press). We have proposed that mouth involvement might be
linked to a mechanism of social metacognition (Borghi et al.
2018b; 2019a; Fini & Borghi 2019; Villani et al. 2019): Because
abstract concepts are more complex, we feel less competent
(Shea 2018) and need help from authoritative others (Prinz
2012b), preparing ourselves to ask for information. Gilead et al.
propose that abstractness has an important evolutionary
function because groups that define their beliefs in terms of
intangible ideas might become more cohesive. We argue that
our social metacognition mechanism can help to increase group
cohesion. Differently from multimodal abstracta, the intrinsic
complexity of intangible abstracta induces individuals to assess
their own competence and to rely more on others. This mecha-
nism can be powerful in creating social bonds, because it helps
individuals to recognize the role of others as dispensers of knowl-
edge, and induces competent others to share their knowledge. It
can also contribute to explain social hierarchies, based on the dif-
ferent competences people have in matters relevant for their
group.

On the implications of object
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from Piaget’s new theory
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Abstract

The authors’ arguments reflect the dominant traditions of
American Psychology. In doing so, however, they miss relevant
insights omitted during the original importation (translation
and popularization) of the foreign sources that informed the the-
ories they built upon. Of particular relevance here are Piaget’s
last studies. These are presented to unpack the meaning of
“object permanence” as a kind of representation.

“Microhistory” is a method used by historians: we investigate
something small to derive new insights that reveal something
big (see Burman 2017, pp. 119–120). Here, I focus on the target
article’s mention of Piaget’s object permanence as part of its
engagement with representation. It is an aside, there, and not
used to advance the authors’ argument. But it could have. As a
result, we can use the microhistorical method to fill in some of
the theoretical details that would otherwise be missing from sub-
sequent discussions.

First, though, some basics: object permanence is the result of
constructing the logical operation of identity, such that sensations
at time “n” following a particular motor interaction become asso-
ciated with the same sensations that are observed at time “n + 1”
following the same interaction. The consequence is then the
abstraction – note my slightly different usage – of a representation
(an “object”) that persists over time. Piaget (1977/2001) ultimately
called this process “empirical abstraction” (passim).

Once objects have been abstracted (constructed) from
movements-and-sensations (phenomena), they become the new
basis for the child’s conception of reality. The sensorimotor is
thus replaced with the concrete. Abstraction then changes too.
From the persistence of represented-objects are abstracted sets,
and laws, and these can in turn be applied to imaginary objects
(themselves also a kind of representation). The resulting reflected
abstractions and meta-reflections are also treated as if they were
real. Therefore, the world changes again.

Several scholarly commentaries explain the details (see, espe-
cially, Campbell 2001; 2009; Moessinger & Poulin-Dubois
1981). Here, though, I want to focus on the big picture; to use
the micro to exemplify the macro. And even though the insights
I cite are from the end of Piaget’s life, quite a lot happened in
those final years. They need to be considered together.

An important related observation is that what Piaget was doing
in Geneva is not identical to how his work was understood and
popularized by American Psychologists. As a result, it has become
common to refer to the divergence as “Piaget’s new theory” (fol-
lowing, especially, Beilin 1992). This involved several changes,
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made in parallel, but it is typically characterized in the secondary
literature as involving a shift from logics of extension to those of
intension (Davidson 1988; 1993; Ducret 1988; after Piaget &
Garcia 1987/1991).

For us, this change enables the treatment of abstraction as
involving functional identities (implication, signification, and
meaning) rather than strict identities (between sensations or
objects in themselves). And that was in turn made possible by
the replacement of stages, at the start of the new theory period,
with levels of relative incompleteness.

This is the so-called neo-Gödelian turn in Piaget’s theorizing:
It replaced the popular staircase metaphor of cognitive develop-
ment with “an upwardly broadening spiral” (translated by
Burman 2016, p. 762). It also clarified the notion of abstraction
by enabling the recognition of identities across levels in that spiral.

The easiest way to understand the part of this that matters for
our purposes is to read it through Bruner’s (1960) reinterpretation
of Piaget for American teachers. In particular, I am thinking of
the “spiral curriculum” (pp. 13, 52–54) that became so influential
during the post-Sputnik period of education reform.

In a spiral curriculum, the same topic is revisited at different
levels of complexity across different grade levels. New insights
are then derived by reflecting on the similarities: Although the
externally-provided educational structures are different in differ-
ent grades, the functional consequences for their understanding
of the issue-at-hand are similar. Hence, the levels in this spiral
are comparable by virtue of their reference to the identity of the
pedagogical object being considered.

Something like this occurs during cognitive development too,
in Piaget’s new theory, except that the scaffolding is provided
endogenously: functionally-identical consequences are derived
from quite different interactions, treated across levels, such that
the lineage of related representations is unified by different
kinds of abstractions. (In Piaget’s later language, this is possible
because the comparisons involve “morphisms” [see, especially,
Piaget et al. 1990/1992].) This in turn enables the construction
of correspondences between different functional-structures and
then generalizations within, between, and across levels (Piaget
1980b; Piaget & Henriques 1978). Therefore, non-overlapping
areas can be filled-in. And that is why Piaget’s (1980a) conception
of dialectics includes periods of calm between its dialectical punc-
tuations; how you get the appearance of discontinuous stages
despite continuous change.

This is part what’s missing in the authors’ view of representa-
tion, but which we can see as a result of adopting a microhistor-
ical approach. That also affords the main historical criticism of
such work: contemporary authors are too embedded in the
post-Sputnik popularization of Piaget as a theorist of cognition,
and insufficiently grounded in what the Genevans were actually
doing. As a result, they miss the same things that were omitted
during Piaget’s original importation into American Psychology:
the neglected “foreign invisibles” (Burman 2015).

In other words, the article is missing those aspects of abstraction
that Piaget used throughout his interdisciplinary program. Yet, this
is equally as important as his psychology (Ratcliff & Burman 2017).
The recognition of what’s necessary – given the intensional inter-
pretation of identity as functional equivalence – drives the explora-
tion of what’s possible so that what’s constructed is new rather than
a copy (Piaget 1981/1987; 1983/1987). This thinking also informed
the basis for his misunderstood evolutionary-developmental theory,
updating the Baldwin effect (Piaget 1976/1979; discussed by
Burman 2013; 2019). And the same formal principles afforded

new comparisons between child development and scientific change
(Piaget & Garcia 1983/1989).

Thus, for Piaget, abstraction and representation were not only
properties of cognitive development. Nor were they solely a func-
tion of the development of knowledge in general. Rather, they
were a function of life (Burman, in press). And so research like
the authors’ contributes to more than just psychological knowl-
edge. It also advances the role of psychological theorists at the
frontier of the extended evolutionary synthesis; the move toward
“evo-devo/psych-know” (Burman 2019, pp. 292, 307). Or rather,
they can do so long as we are able to recognize the unexamined
implications of their sources.
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Abstract

Gilead et al.’s approach to human cognition places abstraction
and prediction at the heart of “mental travel” under a “represen-
tational diversity” perspective that embraces foundational con-
cepts in cognitive science. But, it gives insufficient credit to
the possibility that the process of abstraction produces a gradi-
ent, and underestimates the importance of a highly influential
domain in predictive cognition: language, and related, the emer-
gence of experientially based structure through time.

Transcending the present moment – referred to by Gilead et al. as
“mental travel” – is indisputably central to human thought: It
encompasses not only predicting the future, but also traversing
distance on several other psychological dimensions. In order to
predict, we need to abstract, and in order to abstract, Gilead
et al. argue, we rely on a diverse toolkit comprising three distinct
levels of representation. We are skeptical that there exist qualita-
tively distinct levels of a representational hierarchy, and instead
suggest a graded continuum from “modality-specific” to “categor-
ical” representations. Further, we contend that a key factor in pro-
moting development of this gradient – underappreciated in the
proposed toolkit – is language.

As Gilead et al. suggest, a consequence of the drive to reduce
prediction error is the emergence of representation at multiple
levels of abstraction. But, these levels need not be qualitatively dis-
tinct: for example, evidence suggests that conceptual knowledge is
represented on a posterior-to-anterior gradient along the tempo-
ral lobe, with modality-specific information becoming less salient
more anteriorly (e.g., beagle–dog–animal; for a review, see Davis
& Yee 2019). Critically, the role language plays in processes of
abstraction and prediction deserves greater recognition (for dis-
cussion, see Yee 2019). Language is perhaps the quintessential
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example from human cognitive behavior of (levels of) abstraction,
prediction, and the relationship between them. Both language
comprehension and production may build on more general pre-
dictive mechanisms involved in action planning and understand-
ing (e.g., Pickering & Garrod 2013; see also Altmann & Ekves
2019), and language is, by definition, abstracted away from objects
and events. And in addition to providing a useful model of
prediction and abstraction at multiple levels of representation,
language plays a functional role in facilitating these functions,
and thus, “mental travel.”

Many formal models of abstraction in language exist, but here
we focus on work describing prediction and the emergence of
abstract category structure as a function of accumulating knowl-
edge of the contexts in which experience is grounded (Elman
1990; see also Altmann 1997). Jeff Elman’s work with the simple
recurrent network (SRN) is the quintessential example from a
computational standpoint of abstraction, prediction, and the rela-
tionship between the two (Elman 1990; 1993). Through accumu-
lated experience of sequences of words, categorical distinctions
such as between parts of speech (e.g., noun and verb), and
between classes of nouns and verbs (e.g., edible objects and
intransitive verbs) emerge in a network given the task of predict-
ing the next word in the sequence.

Gilead et al. perceive an insufficiency in models exhibiting an
“undifferentiated, continuous hierarchy of mental representations
of different levels of abstractness.” Yet Elman’s SRN was undiffer-
entiated computationally (hidden layer units all functioned iden-
tically). After learning though, it was not undifferentiated
functionally. Similarity relationships in its equivalent of the exter-
nal world (language input to the SRN) were maintained in its
acquired internal representations, and these allowed the SRN to
predict the space of possible inputs at the next point in time.
Hierarchy was only categorical to the extent that hierarchical clus-
tering is categorical (different clusters would exhibit different
hierarchies). Abstraction in Elman’s work was graded, meaning
generalization was graded also – a desirable property in a proba-
bilistic world. Importantly, and unlike Gilead et al.’s framework,
which have since been shown, in deep recurrent neural networks,
are general principles of learning and development (Elman et al.
1996).

The emergence of increasingly abstract representations (not
just in language) may rely on domain-general neurobiological
mechanisms for tracking systematicities across space and time
(for discussion of how one such mechanism may apply to abstract
concepts, see Davis et al. 2020). However, a problem for any
experience-based model of abstraction is how we sample enough
of the world to track those systematicities and converge on shared
meaning. Here, language comes in again: It allows us to experi-
ence more of the world than we could via direct experience
alone. Experiencing spoken, signed, and written words – and
their distributional patterns of co-occurrence both with other
words in sentences and with the real world – opens a window
into other people’s (embodied) experiences. Distributional lan-
guage statistics are a rich source of knowledge (e.g., Louwerse
2008), enabling us to make predictions about things not directly
experienced.

Language also facilitates prediction and abstraction in ways
non-linguistic thought does not. For example, labels may pene-
trate through the representational gradient by operating directly
on mental states (Elman 2009). Although classical thinking
holds that language is merely a means to communicating our
thoughts, more recent work has shown that language has a

functional role not only in higher-order thought, but also percep-
tion (for a review, see Lupyan 2012). A consequence of language’s
influence across the gradient of abstraction is that concepts do not
operate only at the modality-specific level: labels may (among
other things) help integrate modality specific information in
higher-order association areas. Gilead et al. cite meta-analytic
findings that lexical-semantic tasks tend to activate higher-order
brain regions far removed from modality-specific areas (Binder
et al. 2009) as “compelling evidence” against distributed, modal-
ity-specific models of cognition. But, these activated higher-order
regions are integral to multimodal integration and conceptual
access via labels. Furthermore, because there is diversity in the
modalities in which different things are experienced (e.g., sunsets
visually, vs. thunder auditorily), conceptual representations reflect
that diversity (e.g., Davis et al. in press). Thus, when experiments
average over dozens of diverse concepts, activity in the various
modalities that contribute to each one is likely to be washed out.

Abstraction is a process, and this process engenders a gradient,
not qualitatively distinct levels in a representational hierarchy.
Moreover, an account emphasizing “representational diversity”
to address how humans use prediction and abstraction to tran-
scend the present moment should recognize the ubiquitous role
of language. Not only does the scientific study of language pro-
cessing offer well-tested, formalized frameworks for understand-
ing how abstract structure emerges (e.g., Elman 1990; see also
Altmann 2017), but language itself plays a functional role in facil-
itating “mental travel” via its integral role in prediction and
abstraction.

Representation, abstraction, and
simple-minded sophisticates

Peter Dayan

Max-Planck-Gesellschaft, Max Planck-Ring 8, 72076 Tübingen, Germany.
dayan@tue.mpg.de https://www.kyb.tuebingen.mpg.de/publication-search/
60427?person=persons217460

doi:10.1017/S0140525X19002942, e126

Abstract

Bayesian decision theory provides a simple formal elucidation of
some of the ways that representation and representational
abstraction are involved with, and exploit, both prediction and
its rather distant cousin, predictive coding. Both model-free
and model-based methods are involved.

Bayesian decision theorists (BDTs), a group which active
inferencers might beneficially pupate to join, are sophisticated
simpletons. The simpleton half of this oxymoron comes from
the straightforward inferential crank that they turn to generate
behaviour (Berger 1985): agents should characterize their proba-
bilistic beliefs about the state of the world; evaluate the expected
present worth of the potential long run future consequences of
their available choices or actions given this characterization; and
make an appropriate choice in light of these evaluations. BDTs
are sophisticated because done correctly, this leads to optimal
behaviour in both individual and collective (Harsanyi 1967)
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settings, and because of the statistical and computational com-
plexities they have to overcome to execute each of these steps
correctly.

From a formal perspective, we can see the centrality of
predictions about the future (a rider that will seem less odd
shortly) – because it is the portended worth of those conse-
quences that matter. Indeed, agents’ very characterizations of
the current state of the world should only make distinctions
that make a difference in terms of what the future might hold
(Dayan 1993; Littman et al. 2001). However, BDTs only need to
predict evaluations – predicting in more detail what will happen
is at most a means to this particular end.

I hope that Bayesian decision theory helps put all the rich rep-
resentational and process distinctions in the target article into
slightly starker light. In terms of representation, abstraction is a
useful, and indeed sometimes normative, approach to the com-
plexities mentioned above. Throwing away distinctions that do
not matter (or perhaps do not matter very much) allows one to
generalize predictions about future worth (perhaps approxi-
mately), obviating more learning, more computation, or indeed
both. One might quibble about the particular forms of abstraction
considered here – for instance, the article frequently flirts with
deterministic, rather than probabilistic, criteria for substitutability.
This would seem likely to be somewhat too rigid in most
circumstances.

Second, in terms of processes, we can see that neither simula-
tion theory nor the “theory–theory” that the article puts in partial
competition with it, are really fundamental constructs – because
we only really need to predict evaluations rather than actual future
outcomes. It is this observation that underlies the sorts of model-
free reinforcement learning (RL) to which the target article refers
(Sutton & Barto 1998), and which can also exploit rich represen-
tations. Of course, there are statistical benefits (though computa-
tional costs; Daw et al. 2005; Keramati et al. 2011; 2016; Pezzulo
et al. 2013) to model-based (MB) RL – in which more elaborate
aspects of the future are predicted as a means of making long-run
evaluations. However, one might note that even this conventional
sort of MB RL already includes the sort of flexible incorporation
of inferential abstraction which is referenced – there is nothing
that requires any vividness of simulation. Perhaps, the term “cog-
nitive model” in MB RL might have seemed a bit overly ascetic.
Equally, one might note the active investigation of how episodic
and semantic contributions to various forms of RL are integrated
(Collins & Frank 2012; Gershman & Daw 2017; Lengyel & Dayan
2007).

A third elucidation concerns the fact that predictive coding
models (MacKay 1956; Rao & Ballard 1999) also consider predic-
tion about the present – a sort of ersatz prediction that should be
kept conceptually completely separate from predictions about the
future. That is, such models specify hierarchical abstractions of
the current state as a way of analysing that state. They do this
by considering how this state might have been generated, that
is, how it might have been synthesized. An example of this sort
of analysis by synthesis (Neisser 1967) is to consider performing
computer vision to analyse a visual scene into its underlying con-
tents by determining all the settings of the graphics engine in a
computer game that could synthesize the scene. Each setting
would provide a description of the objects, their positions, the
lighting, the location of the observer, the shot noise, etc., that
could have produced the scene. One way to perform this analysis
is to start from some likely settings, predict what the scene should
look like if those settings were indeed responsible, look at how the

actual scene differs (this is the prediction error), and change the
settings accordingly. Ultimately, though, it is the analysis that
matters (a conclusion that the target article steps around some-
what balletically).

Analysis by synthesis turns out to be a powerful idea about
how to create abstractions in what is known as an unsupervised
manner (Hinton & Sejnowski 1999). Furthermore, the target arti-
cle points to aspects of such generative models that could usefully
be structurally far more sophisticated (although the sorts of prob-
abilistic programming notions that are becoming popular in some
circles; Goodman et al. (2012) arguably generalize even the high-
est order representational construct considered by the target arti-
cle, namely predication). However, even the earliest thoughts
about unsupervised learning (Marr 1970) were suffused with con-
cern about the fundamental lack of justification for these sorts of
representational ideas for the task of making good decisions for
the future – a dilemma that is, however, not resolved here.

In sum, I applaud the authors for their lucid challenge to
overly simplistic notions of representations and processes.
Abstraction is of tremendous benefit in many ways to real predic-
tion and thus real control, and therefore much work in RL is
attempting to find ways of determining and exploiting appropri-
ate representational structures both within single domains of
decision-making, and across multiple such domains.

Abstracting abstraction in
development and cognitive ability

Andreas Demetriou

Cyprus Academy of Sciences, Letters, and Arts, University of Nicosia, Cyprus,
1700 Nicosia, Cyprus.
ademetriou@ucy.ac.cy

doi:10.1017/S0140525X19002930, e127

Abstract

We focus on the theory of abstraction proposed by the target
article. We suggest that abstraction varies at different levels of
learning, cognitive development, or cognitive ability. We argue
that this theory does not specify how abstraction is done at
each of these levels. Because of these weaknesses, the theory can-
not explicate how individuals differ in mental time travel at dif-
ferent phases of life or different levels of cognitive ability.

1. Introduction

Launched by Aristotle (Back 2014), interest in abstraction
resurged in psychology (Burgoon et al. 2013; Reed 2016) and
spread to artificial intelligence (Saitta & Zucker 2013) because it
is important for understanding and problem-solving in variable
environments. The target article proposes a theory of abstraction
as a basis for mental time travel. In this theory, representations are
parsed into three categories (modality-specific, multimodal, and
categorical representations, emerging from perceptual similarity,
spatiotemporal contiguity, and social interactions, respectively).
These are building blocks, abstracta, for the construction of
complex structures (episodes, scripts, and hierarchies) predicated
by language at increasingly higher levels of abstraction. The
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structures are sources of predictive processing. Substitutivity, the
recognition that two or more elements may stand for the same
referent, is the fundamental mechanism of abstraction, underlying
generalization, reduction, categorization, and analogical induc-
tion. Other theories stress other mechanisms as the basis of
abstraction, such as identifying invariant central characteristics
(Burgoon et al. 2013) and discrimination (Reed 2016). We
argue that the proposed theory of abstraction (sect. 1 and 2) is
weak in several respects, thereby failing to account for predictive
cognition (sect. 3 and 4).

2. Abstraction in learning and development

Abstraction is partly indeterminate: its very operation changes
its subsequent state and products, rendering future abstractions
different. Therefore, any theory of abstraction must account for
how learning, in the short-term, and development, in the long-
term, change abstraction. This theory does not involve any such
provisions: it does not explicate how modality-specific abstrac-
tions are formed at the first place nor does it account for their
integration into multimodal and categorical representations.
Simply naming the origins of substitutivity is not enough. We
need to know how innate abstractions emerge out of interactions
with the physical properties of the world at the first place, how
they are redefined by personal experience, and how they are
reshaped by social interactions. We also need to know how and
when abstraction processes change.

The brain evidence invoked as supportive (sect. 5) is as global
as the abstraction theory itself. Localizing different forms of
abstraction in different brain regions, even if accurate, says noth-
ing about abstraction itself. We need to know how brain regions
operate and speak to each other when forming abstractions.
Optimum connectivity defines the precision of abstraction
(Raju, in preparation); brain rhythms may be the lexicon and
their coordination the syntax of brain language (Buzsaki 2010;
Demetriou & Spanoudis 2018).

Cognitive development is the development of abstraction.
Thus, it was central in all cognitive developmental theories. In
Piaget’s (2001) theory, abstraction is the engine of equilibration,
the central mechanism of cognitive development. In our theory,
abstraction is part of a tripartite system involving, additionally,
alignment processes generating relations feeding abstraction,
and cognizance, awareness of mental processes and their prod-
ucts, allowing metarepresentation yielding abstracta (Demetriou
et al. 2018a). Levels of cognitive development reflect the ontogeny
of abstraction. The proposed theory must explicate how modality-
specific, multimodal, and categorical abstractions emerge at
successive cognitive developmental cycles. In infancy, before
language, modality-specific abstractions generate the primary mate-
rial that in toddlerhood, with language, will be weaved into complex
multimodal realistic representations. Later, in primary school, these
multimodal representations are organized into rule-based categories
increasingly predicated by language. In adolescence, rules and pred-
ications are meta-represented by principles predicating truth, pro-
tecting from deception (Demetriou & Spanoudis 2018).

Bayesian inference underlying abstraction dominates early in
learning or development (Tenenbaum et al. 2011); logical mech-
anisms in analogical and deductive reasoning dominate later
(Demetriou & Spanoudis 2018). Their precise proportion and
overall representational profile involving modality-specific, multi-
modal, and categorical representations at different phases of learn-
ing and development is not specified in the target article. Also, it

is important to specify how reflection integrates modality-specific
abstractions into multimodal abstractions and how awareness of
abstraction processes underlies categorical predication. Learning
research shows that guided and reflected upon relational process-
ing generates abstraction in different domains (Jee & Anggoro
2019; Papageorgiou et al. 2016).

3. Abstraction in individual differences

In classical theory of intelligence, individual differences in intelli-
gence reflect differences in abstraction. The very notion of general
(Jensen 1998; Spearman 1904) or fluid intelligence (Cattell &
Horn 1978) is basically abstraction coming under different
names (e.g., Spearman’s eduction of relations and correlates).
Individual differences in intelligence reflect differences in how
far individuals progressed along the developmental course of
abstraction outlined above (Demetriou & Spanoudis 2018).
Therefore, higher intelligence reflects more increasingly flexible,
to-the-point, abstractions employed for long-term predictions
about the world.

Processing and representational efficiency constrain abstrac-
tion. For instance, attention guides abstraction to relevant infor-
mation and working memory provides the field where it occurs
(Demetriou & Spanoudis 2018; Demetriou et al. 2018b).
Attention and working memory lapsuses may misdirect or disor-
ganize abstraction. The paper is again silent about how abstrac-
tion interacts with these processes.

4. Mental time travel

In conclusion, the theory presented in the target article does not
specify how abstraction is done at different levels of development,
ability, or learning, what is the difference in abstraction between
different levels of intelligence, and how we learn to abstract in dif-
ferent contexts or contents. Thus, the theory is weak in explicating
mental time travel in relation to different types of representations.
For instance, the episodic representations of the pre-language
infant allow some time of prospection: Infants have predictive
models of their behavior vis-à-vis their environment that protect
them from falling or colliding with objects; however, they may
dangerously err in unfamiliar environments. The realistic mental
representations of the toddler allow social prospection: toddlers
predict others’ behavior based on their knowledge of others’ men-
tal states; however, they may seriously err if others’ behavior is
based on different values about these mental states, which they
do not know. Primary school children use abstraction to foresee
their daily activities. Adolescents build prospective models of
their life as adults. The target article is silent about how different
types of representations and related abstractions engender different
types of perspective in mental time travel at different phases of life.

Is it always so? Unexpected visions

Jan B. Deręgowski and Benjamin W. Tatler

School of Psychology, University of Aberdeen, Aberdeen AB24 3FX, UK.
j.b.deregowski@abdn.ac.uk
b.w.tatler@abdn.ac.uk

doi:10.1017/S0140525X19003170, e128
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Abstract

If we consider perceptions as arising from predictive processes,
we must consider the manner in which the underlying expecta-
tions are formed and how they are applied to the sensory data.
We provide examples of cases where expectations give rise to
unexpected and unlikely perceptions of the world. These exam-
ples may help define bounds for the notion that perceptual
hypotheses are direct derivatives of experience and are used to
furnish sensible interpretations of sensory data.

This is a rider provoked by the meritorious paper. It concerns the
central issue – the origin and nature of the hypotheses triggering
the predictive processing. Gregory (2009) in his studies of illu-
sions suggested that previous experience influences such hypoth-
eses. Segall et al. (1966) entertained this notion and tested
proneness to illusions of cultural groups differing in experience
of carpenteredness and openness of the environment, an
approach followed by other cross-cultural researchers
(Deręgowski 2017). There are, however, well known instances
when the origin of the hypotheses does not quite match such par-
adigm. That is, rather than illusions illustrating the role of under-
lying hypotheses on producing the percept based upon
expectations furnished by past experience, there are cases where
the percept that arises from the illusion directly contradicts that
to which we have become accustomed – even to the extent that
we accept as our percept a form that violates known rules of per-
ception. For example, the Necker cube fluctuates in depth,
although the main depth cue it presents is that of oblique seg-
ments which can be seen as either receding to the left or to the
right on the background of the paper, which furnishes no definite
depth cues. Removal of this inert background does not remove the
tendency to hypothesise, as the following observations concerning
Zagloba’s puzzle described below show.

A funnel looked into monocularly is seen for what it is: its con-
verging walls receding towards the spout. After a short time, such
percept changes spontaneously – perceptual inversion occurs and
the funnel is no longer seen as a funnel, but as a tepee whose outer
walls are the inner surface of the funnel and whose smoke outlet
at the top is the funnel’s spout (Deręgowski 2014). Moreover, if an
insect, say a spider, were to walk from the rim of the funnel
directly towards the spout, the direction of its journey would
also be inverted, so that when walking downwards towards the
spout it would appear to be walking upwards, but – and here is
the rub – it would appears to grow smaller as it got closer to
the observer. (Analogous observations apply to the spider walking
towards the rim and the observer, it would on inversion appear to
be moving away and yet to grow larger.) These apparent changes
of perceived size are entirely contrary to the observer’s daily expe-
riences. Such violations in illusion are not unique to the example
described above, with similarly nonsensical interpretations arising
when we watch others walking around within Ames’ room
(Ittelson 1952) – they appear to grow taller or shorter as they
move within it – or when we view Ames’ window (de Heer &
Papathomas 2017) through which a rod has been placed at
right angles to the trapezoidal window and observe that as the
stimulus rotates, the window and the rod that transects it appear
to counter-rotate in a way that they cannot. Although the percep-
tual mechanisms that underlie the above examples differ, they col-
lectively question the notion that perceptual hypotheses are direct
derivatives of experience, unless it can be accepted that such

derivatives may not only be facsimiles of experience, but also
experiences loosely conceived as enantiomorphs. If so, then the
bounds of such “enantiomorphic” regions need to be defined.

Simulation and the predictive brain

Daniel Dohrn
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Abstract

Prediction draws on both simulation and theory. I ask how sim-
ulation is defined, and what the roles of simulation and theory
are, respectively. Simulation is flexible in structure and resources.
Often simulation and theory are combined in prediction. The
function of simulation consists of representing a situation that
is relevantly like the target situation with regards to the feature
predicted.

Gilead et al. transfer the opposition of theory versus simulation
from the mindreading debate to prediction more generally.
Against previous approaches, they emphasize that prediction
may draw on both simulation and theory-based inference. I
shall raise two interrelated issues to guide further research: (i)
What is the role of simulation as distinguished from theory-based
inference? (ii) How is simulation to be defined as opposed to
theory?

Gilead et al. describe simulation as projecting oneself into a
specific spatiotemporal context. Yet, there are doubts that simula-
tion requires self-projection. Any simulation more or less
detaches from one’s present self. Complete detachment may be
a boundary case. A relevant debate revolves around Berkeley’s
famous claim that imagining a tree requires imagining perceiv-
ing the tree (Berkeley (1710/1975), sect. 23; Noordhof 2002;
Peacocke 1985, pp. 22–23; Williams 1973, p. 35). Yet, even if
one agrees with Berkeley that simulating things requires to sim-
ulate them as they appear perceived from a spatiotemporal view-
point, it does not follow that one projects oneself as occupying
that viewpoint. In writing a detective story, we may imagine an
unwitnessed murder without projecting ourselves into the mur-
derer, the murderee, or adding a witness (Currie 1995, p. 170),
though there is some debate on that (Gaut 1997). For these rea-
sons, I also doubt the claim that the usefulness of simulation
decreases the less similar simulated others are to oneself. First,
one may simulate not only persons, but also things like the tra-
jectory of a rolling boulder (Williamson 2007, p. 143). Second,
overall similarity of the simulated situation to familiar environ-
ments indeed tends to facilitate simulation (Strohminger &
Yli-Vakkuri 2018, pp. 318–19). Yet, this result should not be
restricted to the relationship between the imagining self and
simulated persons.

The imaginer may not only detach from herself, she may also
largely detach from any spatiotemporal context. In imagining a
particular shade of blue, one may leave the spatiotemporal loca-
tion unspecified.
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Gilead et al. are overly restrictive about the availability of “rep-
resentative scenarios” to be used in simulation, for example in
predicting the future divorce rates in Britain. The role of such sce-
narios in prediction may be highly indirect. Consider a lawyer
who has handled many divorces over the decades but never
tried to extrapolate general tendencies. Recent cases being more
vivid in her memory, re-enacting them may lead her to judge
that the divorce rate is on the rise. It may even be contested
that theory would be a better guide here. The lawyer may have
tacit experiential knowledge, for example, on the changing factors
leading to divorce that is only retrievable by simulation (Mach
1897; Williamson 2007, pp. 145, 170).

Gilead et al. are overly restrictive either in their demands on
episodic memory, purporting simulation to be of no avail if
there are no relevant episodes (e.g., “how successful will I be as
a professional wrestler?”). Yet, even if there are no pertinent epi-
sodic memories, one will tend to build representative scenarios
from any resources available. A natural way of addressing the
wrestler issue involves imagining oneself enmeshed in a wrestling
match. Even if one has no remembrances of wrestling and never
watched a match, one will assemble any information available in
fleshing out the scene, for example, by an analogy to tavern brawls
in Dutch paintings. In sum, the demarcations considered mark
tendencies at best.

Coming to the choice between theory and simulation in pre-
diction, Gilead et al. claim that simulation is more likely to be
used when theory would require complex computations, cogni-
tive resources are depleted, or when relevant socially acquired
knowledge is lacking. Moreover, simulation tends to recruit
less abstract representations. This suggests that simulation is
as a rule less demanding in such respects than theory. The sug-
gestion would need additional support. Theory-based inference
can be easy and simple, whereas simulation can be very com-
plicated, effortful, and resource-intensive in terms of socially
acquired knowledge. It may recruit highly abstract representa-
tions. A simple folk-sociological hypothesis “nowadays people
on a first date split the check” may allow me to easily derive
how to act. In contrast, a psychologist’s simulation of the dat-
ing situation may partly build on her past experiences and
partly on arbitrarily complex empirical theories of dating
behaviour. To illustrate how complicated simulation can be:
Philosophers engaged in modal epistemology have us run sim-
ulations of whole worlds, partly by descriptive means (Chalmers
2002; Yablo 1993). I also mention computer-aided simulations
in science.

In light of these considerations, I only venture a minimum
characterization: The general function of simulation consists of rep-
resenting a situation that is relevantly like the target situation with
regards to the feature predicted. It is a matter of further research
how to extend this minimum condition towards a full definition.
Some tendencies may be observed: Simulation tends towards sen-
sorimotor representations of spatiotemporally concrete “situation
models” (Zwaan 1999; 2016), though it may recruit any mental
resources, including theory (Williamson 2007, p. 143).

The decision whether to use simulation or theory depends on
the informational and representational resources available to an
individual. When choosing between two radio stations, I may
apply a theory about which station plays classical music or simu-
late pleasurable experiences based on remembrances of listening
to one station or the other, depending on which resource is
more readily available. Complicated issues, as in the divorce rate
and the wrestler example, will often elicit a case-specific

combination of simulation and theory. It is natural to address
the wrestler issue by both imagining oneself performing in a
match and by drawing on theoretical knowledge (if available)
about the planned routine of such events. The lawyer in the
divorce rate example is well-advised to balance her tendency of
simulating salient cases by consulting statistics.

In sum, the use of simulation and theory in prediction is
flexible, depending on the cognitive resources available.
Simulation and theory may not only be combined in prediction,
they may build on each other as one resource among others.
Simulation is more complex and more versatile than Gilead
et al. predict it to be, and the same goes for its combination
with theory.

Mind wandering as data
augmentation: How mental travel
supports abstraction

Myrthe Faber

Donders Centre for Cognitive Neuroimaging, Radboudumc, Kapittelweg 29,
6525 EN, Nijmegen, The Netherlands.
m.faber@donders.ru.nl
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Abstract

Gilead et al. state that abstraction supports mental travel, and
that mental travel critically relies on abstraction. I propose an
important addition to this theoretical framework, namely that
mental travel might also support abstraction. Specifically, I
argue that spontaneous mental travel (mind wandering), much
like data augmentation in machine learning, provides variability
in mental content and context necessary for abstraction.

Gilead et al. argue that the relationship between mental travel and
abstraction is such that mental travel critically relies on abstrac-
tion, and that the function of abstraction is to support mental
travel. I argue that in addition, mental travel – in particular,
mind wandering – might facilitate abstraction, suggesting that
the relationship between mental travel and abstraction as
described by Gilead et al. might in fact be mutualistic.
Abstraction is essential for making predictions, and critically
relies on detecting invariance among experiences. For instance,
based on my experience with rivers, I know that my feet get
wet if I would step in one. This invariance is introduced by gen-
eralization across multiple instantiations of episodic experience,
and is learnt from similarity and dissimilarity across them
(Sloutsky 2003). I argue that mind wandering, which involves
the spontaneous retrieval of episodic experiences, might help
identify these similarities and dissimilarities, much like data aug-
mentation in machine learning.

Mind wandering is a multidimensional construct that includes
(but is not limited to) spontaneous mental travel (Christoff et al.
2016). Despite its ubiquity – rates of up to 50% of the time have
been reported (Kane et al. 2007; Killingsworth & Gilbert 2010) –
little is known about the function of this seemingly costly process.
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In recent work, Mills, Herrera-Bennett, Christoff and I proposed
that the function of mind wandering might be to support episodic
efficiency and semantic abstraction (Mills et al. 2018). Specifically,
we proposed the default variability hypothesis: mind wandering
provides variability in mental content that helps to optimize the
distinctiveness of episodic instantiations, which supports the
extraction of invariant features of representations that ultimately
lead to abstraction.

In brief, mind wandering can be characterized by its varying,
dynamic content: the mind figuratively “wanders” from one
thought to the next (Mills et al. 2017; 2018). These thoughts
are often largely disjointed, although they might share one or
more overlapping features (Faber & D’Mello 2018). Take, for
instance, the following example: When reading a text about chem-
ical properties of water, a person might think about a beach near
their house, followed by a thought about their job as a beach tag-
ger during high school, followed by a thought about a person they
used to like (from Faber & D’Mello 2018). During this process,
which we experience as a “train of thought,” one thought likely
serves as a partial cue for the next (Faber & D’Mello 2018).
The process of retrieving a full memory from a partial or
degraded cue is known as pattern completion, and is thought to
be one of the key features of the human hippocampus (Marr
1971). Indeed, recent work has shown that the hippocampus
plays a critical role in spontaneous mental time travel
(McCormick et al. 2018), as its role in spontaneous retrieval of
memories from partial cues facilitates mental activity that tran-
scends the here-and-now (Faber & Mills 2018).

Importantly, the variability of content during mind wandering
might support abstraction: by spontaneously retrieving a memory
in a new context – either in reference to the external world or
internal world – similarities across instantiations help identify
the regularities necessary for abstraction. This process bears sim-
ilarities with data augmentation in machine learning: diversity in
data is increased without collecting new data by slightly modify-
ing existing data, which are reused to train a model. Images, for
instance, can be flipped, cropped, or partly occluded, which effec-
tively adds noise that is useful for learning regularities across
instances. A system that is learning to identify for example cats
can benefit from being exposed to images that are flipped (cats
can be viewed from different angles), cropped (the environment
has little predictive value), or occluded (a particular feature of a
specific cat might not generalize to all cats) to end up with a stable
representation of “cats.”

In analogy, the (re)activation of (novel combinations of) epi-
sodic experiences in the context of an unrelated or tangentially
related thought or physical environment adds noise that might
be useful for identifying regularities across instantiations. The
data augmentation induced by mind wandering might involve
noise consisting of partial activations of an experience (similar
to occlusion), and/or disrupted spatiotemporal contiguity induced
by the novel internal or external environment (similar to cropping).
This theory suggests a potential role for mind wandering – and
mental travel more generally – in facilitating abstraction through
data augmentation. Adding to Gilead et al.’s theory, the ideas
laid out here imply that the relationship between mental travel
and abstraction is in fact mutualistic: abstraction facilitates mental
travel, and mental travel facilitates abstraction. Taking into consid-
eration the potentially mutualistic nature of this relationship is crit-
ical to understanding both mental travel and abstraction, as well as
to understanding the function of the seemingly costly cognitive
process of mind wandering.

The productive mind: Creativity
as a source of abstract
mental representations

Mark Fedyka and Fei Xub
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Abstract

Explanations of how the brain makes successful predictions
should refer to abstracta. But, the mind/brain system is for
more than prediction alone. Creativity also plays an important
role in supply the mind/brain system with abstracta that serve
a number of valuable ends over and above prediction.

According to Gilead et al., abstracta are defined by “criteria of
substitutability.” They say that information out of which the
mind forms dimensions along which two or more things can be
substituted with one another comes from one of three sources:
either the information is innate, or it is acquired from personal,
subjective experience, or it is acquired from language learning
and associated forms of interpersonal communication.

We believe there is a fourth source of the relevant information:
the mind’s creativity faculties. Some of the mind’s abstracta are
created – or, if you prefer, constructed – by the mind of the
learner, rather than being derived computationally from some
prior informational structure. Yet, nearly all of the by-products
of the mind’s creative faculties are abstracta. There is a deep con-
nection between abstraction and creativity, therefore.

Yet, this connection is easy to overlook. Gilead et al. explain
how abstraction allows the mind to leave the “here and now.”
The mind returns to the world by making predictions, which
can then be falsified by future experience, ensuring that abstracta
typically represent reality. However, this line of thinking can make
it seem as if the primary function of abstracta is facilitating pre-
diction. That is obviously an important function of abstracta –
but, it is the metaphysical fact that biological organisms only
move forward in time, and not a property essential to abstracta
as such, which makes the connection between abstract mental
representations and prediction so important.

Abstracta are for more than prediction. The brain/mind is pro-
ductive, generative as often as it is predictive (cf. Fedyk & Xu
2019; Rogoff 1990; Xu 2020; Xu & Kushnir 2012), and there is
probably no better example of the brain’s productive capacities
than creativity.

But, if creativity isn’t for prediction, what is it for? We contend
that two of creativity’s most important functions are the facilita-
tion of learning and the expression of acquired knowledge by
making original constructs. In both cases the construction of
novel abstracta is essential to creativity’s ability to achieve these
outcomes; some common sense examples can help clarify this
claim:
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• Asking questions which are not linked by any underlying logic
but which generate new inquiry.

• Creating and persisting with a complex counterfactual train of
thought.

• Constructing a reason why a historically trusted teacher is mis-
taken about a new piece of information.

• Constructing hypotheses about what ideas have not yet been
considered – and doing so without carrying out an exhaustive,
deterministic search of the available hypothesis space.

• Performing of a complex musical masterpiece that is original,
not rote, in its performance.

• Condensing a multitude of scientific insights into a single
coherent body of writing.

• Crafting a poem which almost perfectly balances form with
content.

• Seeing how complex network of equations can possibly be
replaced by a single equation.

In all cases, the abstractum-cum-original-construct is used for
quite different purposes than prediction – and for many of these
examples, a side-effect of the created abstract constructs will be
increased, not decreased, surprise.

By linking abstracta with prediction, Gilead et al. are able to
explain some of the normativity inherent in abstracta-based cog-
nition: an abstractum is worth preserving in the mind’s mental
inventory – that is: an abstractum has epistemic value – if some-
thing in the world satisfies it, and it will therefore generally sup-
port predictions that are based upon it. But, because creativity is
not for prediction, we need a different explanation of how
abstracta produced by creative mental processes can have value.
Our explanation of this is simple. Because the mind/brain is for
more than prediction, creativity’s byproducts have value when
they causally facilitate any of these additional forms of value. The
simplest case is when creativity facilitates the acquisition of new
knowledge – for example, by inspiring unlikely explorations, ques-
tions, or curiosities. But, creativity is almost surely at the root of the
construction of mental representations leading to thoughts and
actions that have esthetic, mathematical, or even just hedonic value.

We, however, are particularly interested in the connection
that creativity has with learning. We believe it is important to
highlight the powerful compounding effect that can occur when
learners are able to use creativity to deploy past learning in service
of future learning. Elsewhere we have called cases where this
occurs “cognitive agency” (Fedyk & Xu 2018; Fedyk et al.
2019). Relating this back to Gilead et al.’s framework, cognitive
agency can be thought of as a complement to the bottom-up pro-
cesses that they describe as generating abstract mental representa-
tions – cognitive agency is a top-down (or, better: top-to-top)
process by which new abstracta are formed, where the new
abstracta have a higher prior probability than would otherwise
be the case of generating new knowledge. The concept of cogni-
tive agency also allows us to capture the idea that it is possible
for people to have a degree of control (executive function) over
their learning, such that some of their decisions about learning
flow partly from knowing how to learn: someone can therefore
learn to learn (Lombrozo 2019), and once they know how to
learn, they are potentially much more flexible in directing their
efforts toward the acquisition of knowledge. And again, abstracta
produced by creativity are essential for achieving this specific
outcome.

Therefore, when cognitive scientists confront the question of
how abstract mental entities emerge, we hope that they will

include “by processes of creative thought” as among the answers.
The brain subserves many different cognitive purposes: it is pre-
dictive as well as productive; creative as well as logical; symbolic as
well as perceptual; and so on. Pluralism about the cognitive func-
tions of the brain is made attractive by placing many of the con-
siderations adduced by Gilead et al. alongside our observations
about creativity. But, pluralism about the functions of the cogni-
tive system is also an example of the flexibility that you would
otherwise predict an organ like the brain to have if you knew
that its capacities emerged under the forces of natural selection
(West-Eberhard 1989; 2003).

Cognitive representations and the
predictive brain depend heavily on
the environment

Klaus Fiedler

Psychology Department, Heidelberg University, 69117 Heidelberg, Germany.
klaus.fiedler@psychologie.uni-heidelberg.de
https://www.psychologie.uni-heidelberg.de/ae/crisp/staff/fiedler.html
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Abstract

In their scholarly target article, Gilead et al. explain how abstract
mental representations and the predictive brain enable prospec-
tion and time-traveling. However, their exclusive focus on intra-
psychic capacities misses an important point, namely, the degree
to which mind and brain are tuned by the environment. This
neglected aspect of adaptive cognition is discussed and illus-
trated from a cognitive-ecological perspective.

Gilead et al.’s target article is no doubt written in a scholarly and
eloquent way, offering conceptual common ground, and a chal-
lenge, to BBS readers from cognitive and behavioral science, phi-
losophy, and neuroscience. Quite in the spirit of the key role
attributed to abstractness in prospection and time traveling,
they involve the reader in a mental travel through a conceptual
landscape that is replete with abstract conceptions. The represen-
tational substrates of the mind are portrayed as a hierarchy, with
manifold qualitative differences “between elements along this
hierarchy, generating meaningful, often unacknowledged, diver-
sity.” In outlining this refined framework, the authors connect
various approaches to cognitive psychology at a high level of con-
strual, leaving many abstract concepts “unsaturated,” open for
concrete references to methods, empirical findings, and assump-
tions debatable at lower construal levels. The resulting portrayal
is rich and unconstrained, reflecting the virtues of abstract repre-
sentations with many degrees of freedom and little testable con-
straints on the predictive brain.

The brevity of this comment does not allow me to discuss so
many distinct assumptions critically: Are modality-specific repre-
sentations really based on perceptual similarity, whereas multi-
modal representations rely on spatiotemporal contiguity? Do
categorical representations really emerge from social interaction?
Rather than trying to tie down such abstract ideas to testable
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assumptions, I will confine myself to a critical comment on
abstractness and the predictive brain as chief determinants of
the adaptive ability to travel in time and space and to predict
the future. This exclusive focus on intrapsychic capacities, I sus-
pect, misses an important point, namely, the crucial role of envi-
ronmental constraints imposed on cognition and the notion that
the predictive environment is antecedent to the predictive brain
and the predictive power of abstract mental representations.
Although I anticipate that the authors may not contest but rather
consider my point self-evident and common sense, the target
article excludes the environment in much the same way as it
was neglected during the last century of cognitive science.

Consider the authors’ own prominent research program on
construal-level theory (Trope & Liberman 2010), which offers
a compelling explanation of abstractness (high construal level)
as a key to transcending time and space (Liberman & Trope
2014). The basic idea is that different levels of abstractness
are required at different levels of psychological distance. Just
as a local city map represents streets and buildings in more
detail at a higher resolution level than a world atlas, a letter
to a close friend or partner provides more concrete references
to private details than a broad publication. This natural rela-
tionship between distance (construal level) and abstractness
(vs. resolution level) does not causally reflect any a-priori pro-
pensities of the mind or the brain. Instead, it is imposed by the
environment. Zooming-in (reducing distance) must increase
resolution and concreteness whereas zooming-out (increase dis-
tance) must reduce resolution and increase abstractness; field
glasses with reverse properties would be fully dysfunctional.
Likewise, the convergence of spatial, temporal, social, and evi-
dential distance on a common distance dimension reflects con-
straints of the physical and social environment (Fiedler et al.
2015). What happened many years ago is more likely to have
taken place at distant locations with other social partners,
embedded in less likely scenarios than what is currently experi-
enced – in the here and now.

Analogous to the primacy of physics in psychophysics, psycho-
logical distance is intrinsically entrenched in the physical and
social environment, which enforces increasing abstractness
(unsaturated, free parameters) when traveling to future, remote,
socially unusual, or uncertain destinations. Likewise, the
Weber–Fechner law (Dehaene 2003) – increasing discrimination
thresholds with increasing absolute quantities – is not reversible;
sensorimotor regulation would break down if thresholds for dis-
criminating grams or milliseconds would be cruder than for dis-
criminating tons and years.

Asymmetric mental construal mirrors asymmetries in the
environment. Polarity-correspondence phenomena (Proctor &
Cho 2006) reflect the alignment of memory codes with structural
properties in the stimulus world, such that the presence or
absence of representational features is aligned with the presence
or absence of events. Research inspired by Parducci’s (1965)
range-frequency model shows that high-frequency categories are
split into two or more subcategories, whereas low-frequency cat-
egories are merged into super-categories. Likewise, the lower den-
sity of outgroup relative to ingroup observations can explain their
impoverished representation (outgroup homogeneity; Konovalova
& Le Mens 2020; Linville et al. 1996). The environment con-
founds scarceness with distance, distance with value (Pleskac &
Hertwig 2014), and novelty with uncertainty.

Not only does the environment constrain cognitive representa-
tions, it also has its own semiotic properties that determine

mental representations. Sign systems can have a profound influ-
ence on information transmission and social cognition (Fiedler
et al. 2008). As abstract distal concepts like risk, honesty, familiar-
ity, or ability are not amenable to direct perception, they must be
construed from vectors of proximal cues. For instance, honesty or
veracity must be construed from distributive representations
across such cues as pupil dilatation, gaze, disfluencies, and
amount of detail. Crucially, these cues to honesty overlap consid-
erably with the cues used to construe other distal entities, like self-
confidence or social intelligence, creating semiotic confounds in
mental representations. Cues to femininity overlap with cues indi-
cating emotionality (Fiedler et al. 2008). Two personality tests,
assessing extraversion and leadership, may overlap in items con-
tents, mimicking a non-existing relation between extraversion
and leadership. Cue systems offered by the semiotic environment
can lead to strongly confounded cognitive representations. At dif-
ferent levels of abstractness, socially or culturally transmitted
information takes on the properties of the sign systems used for
communication.

Scientists’ reluctance to reserve a place for the environment in
comprehensive theories of cognition is reminiscent of the
fundamental-attribution error – the preference for dispositional
over situational explanations of behavior. The “predictive brain”
seems to potentiate this bias, reducing the adaptive beauty of
mind travel to the organism’s cellular equipment. Proponents of
cognitive-ecological approaches (Fiedler 2014; Pleskac &
Hertwig 2014) have long complained about the neglect of
extra-psychic factors, pointing out how analyzing the structure
of the environment can enrich comprehensive theories of cogni-
tion, especially when it comes to prospection, time-travel, and
abstraction.

Scale-free architectures support
representational diversity

Chris Fieldsa and James F. Glazebrookb
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Abstract

Gilead et al. propose an ontology of abstract representations
based on folk-psychological conceptions of cognitive architec-
ture. There is, however, no evidence that the experience of
cognition reveals the architecture of cognition. Scale-free
architectural models propose that cognition has the same
computational architecture from sub-cellular to whole-
organism scales. This scale-free architecture supports repre-
sentations with diverse functions and levels of abstraction.

Gilead et al. propose an “ontology” of representation types, argue
that this ontology captures “meaningful diversity in the represen-
tational substrates of the mind,” and criticize the architectural
assumptions of predictive-coding models as “overly simplistic”
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(sect. 6 paras. 2 and 4, respectively). It is never entirely clear what
the elements of this ontology are – a table would have helped –
but the following all seem to be included: beliefs, desires, inten-
tions, conditions of satisfaction, subjectively distinguishable
objects, features and relations represented as modality-specific,
multimodal, or categorical abstractions, episodes, “lemmas” defin-
ing words, semantic and temporal networks, hierarchies, “predica-
tors” functioning as “mentalese” verbs, models, scripts, and
simulations. The distinctions between these various entities are
localized to Marr’s computational level of analysis (sect. 1 para. 3);
however, the critique of “sub-symbolic” architectures and focus on
a “layer of language like mental representations” (sect. 5.2.3, para.
7) suggest an implementation-level analysis. This distinction is crit-
ical, as few would argue that different types of representations at
different levels of abstraction do not have different roles in cogni-
tion. Neuroimaging results demonstrating functional localization,
for example, support functional but not architectural distinctions
between types of representations.

An unstated assumption of this ontology appears to be that the
structure of conscious experience is a reliable guide to the architec-
ture of the neurocognitive system that implements this experience,
including the structure of its representations. The “rich and intri-
cate theoretical conceptualizations” that predictive-coding models
are claimed to have ignored (Introduction, para. 6) are conceptu-
alizations of the structure of a particular kind of experience, the
experience of thinking. Hoffman (2018) and Hoffman et al.
(2015) have argued on evolutionary grounds that perceptual expe-
rience is an “interface” onto the external world that supports the
prediction of fitness consequences of actions but provides no reli-
able guide to the structure or dynamics – the architecture – of the
external world. This argument can easily be inverted: conceptual
experience is an interface that provides no reliable guide to the
architecture of cognition. Just as humans have, in general, no
need to know how computers work to use them effectively,
humans have no need to know how their minds work to operate
effectively in the world. A simplified folk “theory of mind” on
the interface is good enough. Similar points have been made
before, for example, by Chater (2018).

Relinquishing the assumption that the experience of cognition
constrains the architecture of cognition is, we argue, the key to
making significant progress in cognitive science. It enables asking:
how is the experience of cognition produced as an output, and
what inputs and inferential processes are needed to produce
that output? Assuming the Church–Turing thesis, all computa-
tion is platform-independent: any collection of diverse represen-
tations can be generated, in principle, by any Turing-complete
virtual machine. The central claim of artificial intelligence, often
rendered just as “cognition is computation,” is actually that cog-
nition is platform-independent. It remains far from obvious, how-
ever, how to implement cognition on any platform, including the
human brain–body system. Nor is it obvious that understanding
one implementation of cognition would provide useful hints
toward understanding other implementations.

The claim that cognition is scale-free is far stronger than plat-
form independence: it is the claim that a single computational
architecture works “all the way down” – describing every virtual
machine at every useful level of analysis. Gilead et al. recognize
this when they describe the theory of active inference, the
dominant current scale-free proposal, as claiming that “the
complexity of cognition can naturally arise from a canonical com-
putation repeated across different layers of a single continuum of

representational abstractness” (sect. 5.2.3., para. 3). The theory of
active inference is scale-free because the free-energy principle on
which it is based is scale free (Friston 2013; Friston et al. 2015),
with its underlying basis, the existence of Markov blankets, deriv-
able from classical (Kuchling et al. 2019) and even quantum
(Fields and Marcianò 2019) physics. We have proposed an alter-
native, category-theoretic, scale-free formulation in which infer-
ential coherence is enforced by commutativity between
within-scale and between-scale mappings (Fields & Glazebrook
2019); our proposal is in the spirit of Goguen’s (1991) dictum,
within computer science, that abstraction always corresponds to
the construction of a category-theoretic “cocone” as a maximal
representation of inferential coherence.

Scale-free models have the advantage of being rigorously test-
able at every experimentally-accessible level of analysis, from
those of basic physics, intracellular, and cellular processes up to
the whole-organism scale and beyond. At every level, they must
specify explicitly what inputs are required and what outputs are
produced; indeed the role of the Markov blanket is to provide
an explicit encoding of these inputs and outputs. This require-
ment for theoretical explicitness illuminates a key question that
Gilead et al. appear to have missed: What is it about experiences
of “mental travel,” whether in time or across social relations, that
identify them as such? What experientially distinguishes a
memory from an imagined future? What distinguishes another’s
imagined thought from one’s own? What makes the distinction
between Gilead et al.’s “ontologically” distinct representations?

In scale-free models, such distinctions can only be made by
scale-dependent inputs, the sources of the experienced “epistemic
feelings” of reality, memory, and imagination that distinguish the
functions of representations that may have the same “proposi-
tional” content. Hence, identifying these inputs is a crucially
important theoretical and experimental task. Considerable pro-
gress has been made in understanding how inputs from the
body and the external world are combined to locate the experi-
enced self in the here and now (Craig 2010) and describing
these processes within a predictive-coding framework (Seth &
Tsakiris 2018). The signals identifying memories, future projec-
tions, and thoughts of others are less well-characterized, though
it is clear that specific activities in rostral prefrontal cortex
(Simons et al. 2017) and the insula – cingulate salience network
(Uddin 2015) are involved. The disruption of these signals in
pathology and their potential for therapeutic modulation, for
example, with entheogens (Thomas et al. 2017), give their mech-
anistic understanding clinical urgency. Such understanding can-
not be accomplished if the distinctions they signal are simply
taken as given.

Representation and agency

Karl Friston

The Wellcome Centre for Human Neuroimaging, UCL Queen Square Institute of
Neurology, London WC1N 3AR, UK.
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Abstract

Gilead et al. raise some fascinating issues about representational
substrates and structures in the predictive brain. This commen-
tary drills down on a core theme in their arguments; namely, the
structure of models that generate predictions. In particular, it
highlights their factorial nature – both in terms of deep hierar-
chies over levels of abstraction and, crucially, time – and how
this underwrites agency.

There are a myriad of enticing issues raised by Gilead et al.
I will focus on a theme that emerges in different guises through-
out their treatment. This theme is the structure of implicit gen-
erative models that the brain uses to furnish predictions of its
sensorium. The nature of generative models is especially impor-
tant from the perspective of active inference – a corollary of the
free energy principle (Friston 2013); where many interesting
aspects of generative models boil down to their factorial
structure.

In what follows, I try to explain why generative models are
so central to representation in active (Bayesian) inference as
planning (Attias 2003; Baker & Tenenbaum 2014; Friston et al.
2011). I then consider the factorial nature of these models,
which endows them with deep (hierarchical) structure; from the
concrete to the abstract – and, crucially, from the past to the future
(Friston et al. 2017d; Russek et al. 2017). Underwriting this treat-
ment is an enactive aspect of representational processing; namely,
the notion that inference about the causes of our sensations is the
easy problem: the hard part is inferring the best way to gather
those sensations (Davison & Murray 2002; Ferro et al. 2010;
MacKay 1992).

Gilead et al. refer often to the formalism of active inference. I
think this is perfectly appropriate, because a formal treatment of
representational structure is, in its essence, a treatment of the gen-
erative models that underwrite inference. Technically, a generative
model is just a probability distribution over some causes and their
consequences. In the setting of the embodied brain, the causes are
states of the world “out there” – that are hidden behind our sen-
sations. These sensations are the consequences. Inverting a gener-
ative model refers to the inverse mapping from (sensory)
consequences to their (worldly) causes. These causes are the
abstracta and concreta that constitute different kinds of represen-
tations in Gilead et al. The generative model is important because
most of the heavy lifting – in terms of understanding structure–
function relationships in the brain – rests on its form. In other
words, if one knows the generative model, model inversion can
be cast in terms of the Bayesian brain hypothesis (in a normative
sense) (Doya 2007; Knill & Pouget 2004) or combined with stan-
dard inversion schemes to generate neuronal processes theories
about computational brain architectures and neuronal message
passing (Friston et al. 2017c).

These theories are usually cast in terms of belief-updating via a
gradient descent on variational free energy. There are several
schemes that fall under this class; all of which have been used
as biologically plausible process theories for perceptual inference.
Crucially, exactly the same quantity is optimised by action;
thereby providing a formal account of the action–perception
cycle (Fuster 2004). Particular instances include predictive coding
(Rao & Ballard 1999) and variational message passing for gener-
ative models based upon continuous and discrete states, respec-
tively. These process theories constitute a field in cognitive

neuroscience that has become known as predictive processing
(Clark 2013; Seth 2014). Therefore, what are the most important
aspects of a generative model?

One aspect has already been mentioned; namely, the distinc-
tion between continuous and discrete models. However, a feature
that is common to both is their factorial structure. In fact, from a
technical perspective, the way in which we factorise our (non-
propositional) posterior beliefs about hidden causes (i.e., how
we come to represent things “out there”) rests upon a factorisation
known as a mean field approximation in physics and machine
learning. Key examples emerge throughout (Gilead et al.). The
first is a factorisation over the levels of a deep (hierarchical) gen-
erative model. Typically, the lowest levels – that generate sensory
data – are concrete and modality bound. As one ascends the hier-
archy, the states of the world represented become more abstract
and inclusive.

Another important aspect of factorisation is a carving of
putative hidden states of the world within any hierarchical
level. My favourite example is the factorisation into “what”
and “where” (Ungerleider & Haxby 1994). In short, knowing
what something is does not tell you where it is and vice
versa. This (conditional) independence is manifest beautifully,
in terms of the functional anatomy of the dorsal and ventral
streams in the brain. This sort of factorisation emerges fre-
quently in Gilead et al. One intriguing example is the notion
of predicators; namely, representations that behave like func-
tions. An interesting question here is whether one needs to
treat relationships in a way that is fundamentally different
from objects? For example, how is a representation of “what”
formerly distinct from a representation of “where,” when gen-
erating visual input?

The final factorisation is over time. This theme emerges in
modality-specific features, objects, and relationships – that rest
upon the notion of object permanence. This sort of permanence
has to be written into a generative model of a capricious world.
This theme reappears in terms of spatiotemporal contiguity in
the treatment of multimodal features. Indeed, the premise of
Gilead et al. rests upon integrating influential theories in the “pre-
dictive brain camp” with “prospection (or future oriented mental
time travel).” This is a big move, because it entails generative
models of dynamics, narratives, or trajectories – with representa-
tions of the past and future. In turn, this enables the representa-
tion of states that have not yet been realised. These states
undergird “simulation of future events” (intro., para. 4) and a
sense of agency. In other words, the notion of a model that can
“generate a representation that models the specific problem at
hand” (sect. 3.1, para. 3) is exactly a generative model of the future,
with “my” action as a latent state that has to be inferred. This is
important from the point of view of active inference, because it
suggests that much of our inference is not about states of affairs
“out there” but more about “what would happen if I did that”
(Schmidhuber 2006). This is nicely summarised as (ibid., p. 23):

The functionality of a simulation stems from the fact that the person run-
ning the simulation self-projects into it, that is, becomes an agent in the
simulated situation.

Gilead et al. then offer a compelling conclusion about mental
travel (sect. 4, para. 2):

Representational structures … form the bridges that allow us to traverse
uncertainty. In light of this … the link between abstraction and mental
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travel is fundamental to any consideration of these constructs; there is no
mental travel without abstraction, and there is no need for abstraction but
to support mental travel.

I would add:

and there is no need for mental travel that but to support inference about
what I should do next.

Structured event complexes are the
primary representation in the human
prefrontal cortex

Jordan Grafmana,b,c

aCognitive Neuroscience Laboratory, Shirley Ryan AbilityLab, Think and Speak
Lab, Chicago, IL 60011-5146; bDepartments of Physical Medicine and
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Neurology, Northwestern University School of Medicine, Chicago, IL 60611 and
cDepartment of Psychology, Weinberg School of Arts and Sciences, Evanston,
IL 60208.
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Abstract

Instead of endorsing an all-encompassing view about the influ-
ence of abstractions in predictive processing, I suggest that most
deliberative thought including complex abstractions, agent
actions, and/or perceived environmental sequences are stored
in the human prefrontal cortex in the form of structured event
complexes.

Gilead and colleagues propose that abstraction underlies the pre-
dictive nature of cognition. Functional neuroimaging and lesion
mapping studies indicate that abstraction and long-term predic-
tion are both associated with the human prefrontal cortex
(HPFC). I suggest that the HPFC is also a good fit for the storage
and use of time- and event-related higher order representational
knowledge – contributing to predictive processing beyond a single
event (Wood & Grafman 2003). I have no dispute with Gilead et
al. using the term hierarchical to describe the dominant role of the
HPFC in storing, organizing, controlling, and issuing the inten-
tional commands to execute most daily routines or adaptive
behavior. Although this is by no means a new idea (e.g., see
Miller et al. 1986; Schank & Abelson 1977), the recent develop-
ment of statistical and computational modeling and information
theory tools Gilead et al. describe have substantially improved
the quantification of hierarchical models and their predictions.

The environment that surrounds us contains events of various
durations. One possible way humans have come to represent
events of varying durations is by parsing the brain into differing
representational sectors with each sector containing representa-
tions of event series of differing durations (Radvansky & Zacks
2017). This is a hierarchical schema, with increasing number of
events composed of longer durations more likely to be stored in
the anterior sectors of the HPFC. Prediction would require
retrieving such stored events held in long-term memory

(Grafman et al. 2005). Exemplar features such as complexity,
abstractness, frequency of exposure, and relational similarity
could emerge from the organizational structure of these represen-
tational networks. Flexible parsing rules (see Zacks et al. 2016)
allowed events to be represented in structured event complexes.
This organizational principle could facilitate switching between
complex representations and abbreviated heuristic knowledge
contained in posterior cortical/subcortical networks that store
more time-compact single event representations conserving the
brain’s free energy (Parr & Friston 2019).

These HPFC structured event complexes including plans, nar-
ratives, abstractions, deliberations, and goal-derived activities
would be stored in networks along the same principles that enable
words or objects to be stored in a coherent cognitive network.
This would, for example, allow for prioritizing structured event
complexes performed frequently in the real world by giving
their representations cortical space distinctiveness and activation
default superiority (Grafman et al. 1991; Rosen et al. 2003).
Although this would be true of any stored memory (e.g., words
or objects), it is particularly crucial for sustaining the activation
of longer duration memory representations that support goal
achievement and social navigation. But, why couldn’t our brain
just be organized around short time duration representations
that were dynamically and adaptively repackaged into a sequence
depending upon intended or environmentally provoked behavior?
That would require neural resources that would be continually
engaged in such activity causing laborious multi-tasking, siphon-
ing the brain’s energy deposits and cognitive resources.

Using functional neuroimaging, Etienne Koechlin and David
Badre have demonstrated that distinct brain regions may support
different levels of a hierarchical processing framework (Badre &
Nee 2018; Koechlin & Jubault 2006). Although these authors
have focused mostly on left dorsolateral prefrontal cortex lan-
guage mechanisms, their studies have demonstrated the feasibility
of using a mathematically constrained hierarchical model to pre-
dict differing levels of processing and representation. Other func-
tional neuroimaging and lesion mapping studies of chess players
(Nichelli et al. 1994), processing narratives (Nichelli et al. 1995),
and script decision-making (Sirigu et al. 1996) have supported
the structured event complex (SEC) conceptualization.

But, how are durations first encoded and later parsed? There is
some evidence that individual segments or events are first tabu-
lated in childhood, later compiled into sequences that can then
be reduced to heuristics and stored posteriorly or deeper in the
brain (Rattermann et al. 2001). This hierarchy of duration repre-
sentation doesn’t mean one form replaces another as we mature
and learn. Rather, it is likely that all of these forms of representa-
tions remain stored across the HPFC with various representa-
tional forms activated depending on situational needs.

Cautions
A challenge for comparing hierarchical forms of knowledge to

see if they occupy distinct brain sectors is to make sure the com-
pared tasks are psychometrically matched. For example, control-
ling for the difficulty in retrieving different categories of words
based on frequency or age of acquisition of the word is a magni-
tude easier than controlling for the difficulty level of abstract tasks
or event narratives. Chapman and Chapman described the prob-
lems and solutions in creating tasks that could be psychometri-
cally comparable when focusing on dissociations decades ago
(Chapman & Chapman 1978; 2001). Also note that much of
the literature Gilead et al. cite depends on correlational functional
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neuroimaging findings in healthy volunteers rather than using
causal lesion mapping or non-invasive brain stimulation results.
Providing convergent data from studies using different techniques
to muster support for a specific idea or theory is important.

To summarize, a complementary perspective to Gilead and
colleagues’ all-encompassing view about the influence of abstrac-
tions in predictive processing is that the HPFC evolved to capture
events that occur over longer and longer periods of time. All
deliberative thought including complex abstractions, social
agency, and narrative explanations that fit within structured
event complexes devoted to representing information occurring
over multiple events and time periods will be represented in the
HPFC. Such HPFC representations will bind via a variety of neu-
ral mechanisms to representations stored elsewhere in the brain
providing a relatively complete network-based capture of all the
information composing that time frame. The large number of
exemplars within each hierarchical SEC network would allow
abstract representations to emerge that capture the similarities
across representational exemplars, but preserve the individuated
representations that are critical to remembering episodes. Given
that longer time frames impose greater persistence toward the
completion of an activity and achievement of a goal, activation
of one or more structured event complexes inhibit diversions
enabling reinforced and rewarded goal-directed activity in the
face of environmental distractors. Other species cannot compete
with humans because of the richness and multiplicity of our
structured event complexes. Forming predictive abstractions are
dependent on the existence of structured event complexes.

Experiences of liking versus ideas
about liking

Alison Ledgerwooda, Paul W. Eastwicka

and Bertram Gawronskib

aDepartment of Psychology, University of California, Davis, CA 95616 and
bDepartment of Psychology, University of Texas at Austin, Austin, TX 78712
aledgerwood@ucdavis.edu http://www.alisonledgerwood.com/
eastwick@ucdavis.edu http://pauleastwick.com/
gawronski@utexas.edu http://www.bertramgawronski.com/index.htm
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Abstract

We leverage the notion that abstraction enables prediction to
generate novel insights and hypotheses for the literatures on atti-
tudes and mate preferences. We suggest that ideas about liking
(e.g., evaluations of categories or overall traits) are more abstract
than experiences of liking (e.g., evaluations of particular exem-
plars), and that ideas about liking may facilitate mental travel
beyond the here-and-now.

Gilead et al. propose that abstract representation enables predic-
tive cognition. Applying this idea to two major areas in social psy-
chology – attitudes and close relationships – generates novel
insights and hypotheses for the science of human evaluation
and interpersonal liking. In particular, Gilead et al.’s framework
points to an important distinction between experienced

evaluations (e.g., “Right now, I like this tall man”) and abstract
ideas about liking (e.g., “Generally, I like tall men”).
Furthermore, their arguments suggest that abstract ideas about
liking enable predictive cognition and mental travel.

Attitude researchers and close relationships researchers have
not directly made the distinction between experienced evaluations
versus abstract ideas about liking. In this commentary, we leverage
Gilead et al.’s framework to highlight important new directions
for each research area (Fig. 1).

First, attitude researchers often study liking for social and non-
social categories using measures that focus on liking for the over-
all category (e.g., a person’s evaluation of the category “African
Americans”) as well as measures that focus on liking for individ-
ual exemplars of that category (e.g., the average of a person’s eval-
uations of a series of individual African American faces). In
Gilead et al.’s language, evaluations of categories versus exemplars
can be arranged along a continuum of mental abstraction:
People’s ideas about how much they like broad social categories
are more abstract than their experienced evaluations of specific
exemplars. Yet researchers have typically treated evaluations of
exemplars and evaluations of categories as conceptually equiva-
lent (see e.g., Ajzen & Fishbein 1977, who treated both as mea-
sures of so-called “general attitudes;” see Cooley & Payne 2019,
for a notable exception), which seems problematic in light of
Gilead et al.’s framework. For example, Gawronski (2019) pointed
out that the literature on implicit bias has largely ignored con-
founds between type of measure (implicit versus explicit) and tar-
get object (exemplars versus categories). Whereas explicit bias
measures typically involve evaluating categories, implicit bias
measures involve evaluative responses to exemplars.

Gilead et al.’s arguments further suggest that category evalua-
tions, like other abstract representations, may function to enable
predictive cognition. Whereas experienced evaluations of specific
exemplars may guide immediate decisions about what to do
in the here-and-now, abstract evaluations of overall social catego-
ries may guide decisions about what to do at a spatially distant
location, in a hypothetical scenario, or in the future (e.g., who
to hire to fill a future position). Moreover, abstract evaluations
may be especially useful for making predictions about situations
one has not yet experienced and that may be difficult to simulate
(e.g., whether to move to a new city with a particular set of
demographics).

Second, human mating researchers often study liking for attri-
butes using measures that focus on liking for an overall attribute
(e.g., a person’s evaluation of the trait “intelligence” in a romantic
partner) as well as measures that focus on liking for individual
exemplars that vary in terms of a given attribute (e.g., the extent
to which intelligence in a series of individual potential partners
drives a person’s evaluation of each partner). Again, these evalu-
ations can be arranged along a continuum of mental abstraction.
People’s ideas about how much they like an attribute as a general
concept are more abstract than their experienced evaluations of
specific exemplars that embody those attributes. Yet researchers
have typically treated them as conceptually equivalent (for
reviews, see Eastwick et al. 2014; Ledgerwood et al. 2018),
which again seems problematic in light of Gilead et al.’s frame-
work. For example, Ledgerwood et al. (2018) observed that the lit-
erature on human mating has largely ignored the distinction
between evaluative experiences of traits (e.g., people’s evaluations
of romantic partners who are more vs. less intelligent) and eval-
uations of traits in the abstract (e.g., people’s evaluations of the
trait intelligence in a partner).
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Distinguishing between abstract and concrete attribute eval-
uations has allowed us to ask new questions about how people
form abstract representations of liking for attributes. For exam-
ple, our research suggests that people form abstract attribute
preferences by drawing on not only their concrete evaluative
experiences, but also incidental features of the learning context
(Eastwick et al. 2019; Wang et al. 2020). These incidental con-
textual features include how plentiful a trait is (e.g., whether
the potential mates that one encounters are generally high or
low in intelligence) and how much liking someone is generally
experiencing (e.g., whether the potential mates that one
encounters are generally desirable or undesirable). Thus, peo-
ple’s ideas about how much they like various traits in the
abstract may be biased by the context in which they learn
about their likes and dislikes.

Furthermore, abstract attribute preferences, like abstract cate-
gory evaluations, may serve the critical purpose of enabling pre-
dictive cognition. For example, humans may rely on their
abstract attribute preferences to predict whether they will like a
potential date (or friend or colleague) who is spatially distant
rather than close, or hypothetical rather than real (see Eastwick
et al. 2011; Huang et al. 2020). Moreover, abstract attribute pref-
erences may be especially useful for making predictions about
situations that one learns about through socially acquired
knowledge, rather than direct experience, and that may there-
fore be difficult to simulate (e.g., whether to visit a bar that a
friend describes as full of particularly quirky patrons).
Consistent with this notion, recent research suggests that
abstract, summarized preferences primarily predict situation
selection at a distance (e.g., whether to sign up for a dating web-
site described as featuring highly intelligent partners) rather
than situations that have been directly experienced (e.g.,
whether to sign up for a dating website after experiencing exam-
ple profiles of potential partners that look highly intelligent;
Wang et al. 2020).

Going forward, we urge scholars to more seriously distin-
guish between abstract ideas about liking and concrete experi-
ences of liking. If abstraction enables predictive cognition, as
Gilead et al. posit, this distinction may prove both crucial and
generative.

Prospection does not imply
predictive processing

Piotr Litwina,b and Marcin Miłkowskib
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Abstract

Predictive processing models of psychopathologies are not
explanatorily consistent with the present account of abstract
thought. These models are based on latent variables probabilis-
tically mapping the structure of the world. As such, they cannot
be informed by representational ontology based on mental
objects and states. What actually is the case is merely some ter-
minological affinity between subjective and informational
uncertainty.

Gilead et al. propose an ontology of mental representations and
argue that it may have important implications for predictive pro-
cessing models of psychiatric disorders. Indeed, the proposed
account and predictive processing seem to share some similarities:
In both, representations form a hierarchical, tree-like structure
organized along the continuum of abstractness, and this organiza-
tion serves the goal of uncertainty mitigation.

Unfortunately, the authors do not specify how exactly their
representational account could inform predictive processing mod-
els of psychopathology – and these models could certainly use
some guidance. Let us consider models of schizophrenia.
Phenomena such as diminished oddball effects or susceptibility
to visual illusions were proposed to arise from the failure to atten-
uate sensory precision (Friston et al. 2016), that is, weak low-level
(perceptual) priors (Sterzer et al. 2018), which fail to constrain
sensory input in accordance with the brain’s expectations.
Nonetheless, hallucinations should emerge because of strong
priors exerting disproportionate influence on perceptual infer-
ence, producing percepts out of thin air (Corlett et al. 2019).
Low-level priors were found to be both reduced in delusion-prone
patients (Schmack et al. 2015) and enhanced in hallucination-
prone healthy individuals (Powers et al. 2017). Even more per-
plexingly, recent studies showed that the derivation of perceptual
priors from natural scene statistics (Kaliuzhna et al. 2019) or the
susceptibility to a wider range of visual illusions (Grzeczkowski
et al. 2018) is actually unaffected in schizophrenic individuals.

These glaring inconsistencies tend to be explained as distur-
bances in global predictive dynamics. Accordingly, inefficient
lower-level priors are compensated by higher-order, semantic
prior beliefs, simultaneously driving hallucinations through the
facilitation of sensory activations consistent with delusional beliefs
(Corlett et al. 2019; Sterzer et al. 2018; 2019). However, this con-
tradicts the core assumption of predictive processing that all cog-
nitive processes arise from computations performed at various
levels of a single, homogeneous representational hierarchy, with
only adjacent layers interacting directly (Williams 2018). The

Figure 1. (Ledgerwood et al.) Liking in two literatures. Ideas about liking (top) are
more abstract than experiences of liking (bottom) because they treat individual
exemplars as substitutable.
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assumption of adjacency is shared by virtually all contemporary
computational psychiatry models, regardless of their exact imple-
mentation – be it a Deep Boltzmann Machine (Corlett et al.
2019), belief propagation algorithm (Denève & Jardri 2016), or
hierarchical Bayesian inference as envisioned by vanilla predictive
processing. Altered global dynamics could possibly give rise to
phenomena observed in psychiatry, but it does not entail unme-
diated interaction between non-adjacent layers, as it cannot
occur in hierarchical architectures. Finally, it is rather unlikely
that higher-order priors could enhance signaling in sensory cor-
tices. Top-down connections are taken to be inhibitory
rather than excitatory in predictive processing (Denève & Jardri
2016), as their main job is to suppress prediction errors. Thus,
predictive processing accounts of schizophrenia themselves seem
to be like the robot Herbie (mentioned in the article, p. 52), as
they “cannot abide by some of [their] imperatives without break-
ing others.”

We actually believe that the representational hierarchy intro-
duced by Gilead et al. could alleviate some of the problems that
haunt predictive processing models of psychopathology. The
account specifies relations (e.g., the relative position in the hierar-
chy) between abstracta and the degree of “abstraction saturation”
of representations. Thus, it provides a clear definition of how con-
tinuum of abstractness orders the hierarchy, which remains an
unsolved problem for predictive coders (see Williams 2018).
However, how could it discharge the inconsistencies discussed
above? The proposed hierarchy of representations is expressed
in classic ontological categories of mental objects and states
(and interactions between these symbolic representations). It is
unclear how it could inform a sophisticated take on representa-
tion in predictive processing: It is assumed to resemble the causal-
probabilistic structure of the environment in the form of latent
probabilistic variables occupying various levels of inferential hier-
archy (Gładziejewski 2015). The causal matrix of external causes
of a system’s activations is represented probabilistically in the
form of posterior distributions determining prior distributions
on plausible parameter (posterior) values at the subordinate
level. One cannot even discuss the exact problems of predictive
processing without this probabilistic language, not to mention
providing ailments for them. In particular, some of the proposed
abstract representations cannot be easily placed in a single, homo-
geneous hierarchy (e.g., predicators which serve as representa-
tional entities to be filled by other abstract representations).

Gilead et al. advance the case of “scruffies,” arguing that both
kinds of representations (symbolic and structural/probabilistic)
may play a significant role in cognition. We see it becoming more
common in the debate, as if being a “scruffy” absolved one of the
sins of providing disconnected or piecemeal explanations. Yet, the
presented account remains silent about how symbolic and subsym-
bolic representations could interact. A few simple tricks, such as (1)
a recourse to higher-order processes (conceptualization, inner
speech, or communication, which were traditionally taken to arise
from symbolic processes), (2) rephrasing them in predictive process-
ing terms, and (3) providing a Bayesian “just-so” story on how
emerging beliefs may lead to psychological transformation, will
not do. They are not enough to show that the account can guide fur-
ther development of predictive processing models in psychiatry.

Thus, we consider the “important implications” for predictive
processing merely declarative and founded on mere terminologi-
cal similarities between prospection and prediction. The lure of
equivocation is strong, but there are actually major differences
that cannot be overlooked. The presented account focuses on

particular cognitive phenomena (e.g., future-oriented mental
time travel), proposing how representational, abstractness-
organized hierarchy allows humans to mitigate subjective,
emotionally-laden uncertainty stemming from psychological dis-
tance. In contrast, predictive processing claims that the brains
attempt to mitigate informational uncertainty, and that computa-
tional processes that serve this purpose underlie all cognition. But,
why connect these accounts? In our opinion, one does not have to
relate to a dominant explanatory paradigm at all costs in order to
justify one’s own account’s explanatory potential/value. We
believe that the presented theory is easily self-standing.
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Abstract

A crucial aspect of Gilead and colleagues’ ontology is the dichot-
omy between tangible and intangible representations, but the lat-
ter remains rather ill-defined. We propose a fundamental role for
interoceptive experience and the statistical distribution of entities
in language, especially for intangible representations, that we
believe Gilead and colleagues’ ontology needs to incorporate.

In the spirit of the predictive nature of cognition, we agree with
Gilead and colleagues that a predictive brain framework for
abstract representations, contemplated as a hierarchy ranging
from the tangible to the intangible, could be salutary. However,
it is important to recognize that although a crucial aspect of the
ontology proposed by Gilead and colleagues is the dichotomy
between tangible and intangible entities, the latter remains rather
ill-defined despite the formal treatment (sect. 2.1, para. 3). In par-
ticular, Gilead and colleagues define “intangible abstracta” (often
called “abstract representations/concepts” in the literature on
semantic representations) as categories whose concreta are not
detected by our senses, but mainly transmitted from mind to
mind using language. However, they also propose that some
intangible dimensions of the intangible abstracta “may have an
innate basis, or may be emergent properties discovered via per-
sonal experience” (sect. 2.1, para. 3), properties also relevant for
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the modality-specific and multimodal abstracta (both based on
sensorimotor features) (sect. 2.1, para. 1 and 2). Consequently,
the distinctions between the different kinds of representations
are obscure and Gilead and colleagues’ definition of “intangible
abstracta” seems somewhat contradictory to us. Therefore, it is
important to get a clear idea of how personal experience and
social interaction combine to produce intangible abstracta.

In light of these theoretical considerations, we propose that
many intangible representations could be intangible abstracta
with affective content. The plausibility of this view has been sup-
ported by many studies demonstrating the crucial role of emotion
for intangible abstracta (Crutch et al. 2013; Kousta et al. 2011). In
particular, although tangible entities have direct sensory referents
(Crutch & Warrington 2004; Montefinese et al. 2013; Paivio
1971), intangible abstracta tend to be more emotionally valenced
(Crutch et al. 2013; Kousta et al. 2011; Vigliocco et al. 2013) and
have low sensorimotor grounding (for a concise review, see
Montefinese 2019). In line with the idea that affective content is
particularly relevant for intangible abstracta representation, a
number of neuroimaging studies showed that intangible abstracta
processing increases activation in brain regions involved in emo-
tion processing (Vigliocco et al. 2013; Wang et al. 2018), such as
the rostral anterior cingulate cortex.

Very recently it has been proposed that interoception (the
perception of the internal state of the body) contributes to the
perceptual grounding of intangible abstracta. Crucially, interocep-
tion is the most important perceptual modality in the experience
of emotions, especially the negative ones (e.g., fear and sadness),
over and above the traditional five sensory modalities (Connell
et al. 2018). An exploration of emotion and of its perceptual
grounding via interoception seems like a necessary step in build-
ing a comprehensive theory of abstract representational capacities.

Still, taking affective information into account might not suf-
fice to capture representation of intangible abstracta. In this
regard, recent multimodal models suggest that supplementing
affective information with information related to the statistical
distribution of concepts in language (i.e., distributional models
of semantic representation; Landauer & Dumais 1997) drastically
improves prediction of human affective judgments (Bestgen &
Vincze 2012; Recchia & Louwerse 2015; Vankrunkelsven et al.
2018). More importantly, recent work by Lenci et al. (2018)
reveals a strong link between distributional statistics and emotion:
intangible representations have more affective content and tend to
co-occur with contexts with higher emotive value. However, it is
worth noting that the contribution of the distributional models to
semantic representation goes beyond that of affective intangible
abstracta. Indeed, it has been shown that these models can suc-
cessfully account for semantic and linguistic judgments, as well
as higher-level judgments such as probability judgments and
risk perception in a human-like manner (Bhatia et al. 2019;
Rotaru et al. 2018). As is the case for emotion, the importance
of distributional information for intangible abstracta is also sup-
ported by neuroimaging studies. Intangible abstracta reliably
engage neural systems associated with linguistic processing (espe-
cially, left anterior temporal cortex and left inferior frontal gyrus)
to a greater extent than tangible abstracta (Wang et al. 2010).
Increased activity for intangible abstracta in networks associated
with language processing appears to be specifically associated
with distributional similarity, versus other aspects of intangible
representations which do not appear to be localized to
language-related networks (Wang et al. 2018). As intangible
abstracta are mainly acquired through verbal experience (as

Gilead and colleagues acknowledge in sect. 2.1, para. 3) and the
distributional theory represents one of the main theoretical
frameworks in the semantic literature, it is surprising that such
a role of language is not addressed directly. Given the importance
of these models in explaining both intangible and tangible repre-
sentations, we think that Gilead and colleagues should incorpo-
rate them in their theory. Moreover, by revealing the statistical
relations between abstract entities, distributional models represent
a powerful tool to integrate Gilead and colleagues’ account and
predictive brain theories, which assume the brain as a statistical
inferential machine.

In short, we believe that Gilead and colleagues have missed a
chance to “provide cognitive scientists with an accurate ontology
of the representational entities that exist in our mind – and that
subserve predictive cognition” (sect. 5.1, para. 5). What we
think is missing from their analysis is how emotion and distribu-
tional information fits in with the proposed ontology. In keeping
with a metaphor used by the authors, interoceptive experience and
linguistic distribution would represent two additional “tricks” used
by our brain both to build the different layers of the representa-
tional hierarchy and to “transcend the here-and-now,” and we
think that the authors’ model could benefit from integrating them.
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Abstract

Gilead et al. present a rich account of abstraction. Though the
account describes several elements which influence mental rep-
resentation, it is worth also delineating how feelings, such as flu-
ency and emotion, influence mental simulation. Additionally,
though past experience can sometimes make simulations more
accurate and worthwhile (as Gilead et al. suggest), many system-
atic prediction errors persist despite substantial experience.

Gilead et al. describe a new, exciting theory of abstraction, which
is a step forward for work on this interdisciplinary topic. Among
other contributions, their theory will allow researchers across
fields to use a common terminology and better appreciate insights
from other fields.

Two key elements that need to be integrated into their account
are (1) an appreciation of how feelings such as fluency influence
mental simulation, and (2) an appreciation of how prediction errors
persist even among people with substantial personal experience.
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Both of these elements could be integrated into Gilead and col-
leagues’ account, though it would be worthwhile delineating how.

Gilead et al. argue that people construe objects abstractly when
these objects are psychologically distant and when it is rational to
do so based on detail/accuracy trade-offs. Yet, feelings such as flu-
ency also influence construal level and mental simulation. People
are more likely to simulate events when they come to mind easily
(Kahneman & Tversky 1982; Schwarz et al. 1991).

Feelings such as fluency and mood influence mental construal.
In everyday life, people attend to their feelings as a source of infor-
mation, and different feelings provide different types of informa-
tion and trigger different processing strategies (Schwarz & Clore
1996). For example, being in a negative (vs. positive) mood can
spontaneously generate a detail-oriented elaboration, which is
usually adaptive in problematic situations (Schwarz 2001). A neg-
ative mood, by signaling not only a problem but also its immi-
nence, can lead people to adopt a concrete construal and focus
attention on the immediate, which can increase how much imme-
diate events are prioritized (Labroo & Patrick 2009; Mrkva & Van
Boven 2017). In contrast, positive mood, by signaling that the
immediate environment is benign, encourages an abstract con-
strual and a long-term perspective. Further findings (see, e.g.,
Bless et al. 1996; Gardner et al. 2014) corroborate the idea
that a negative mood elicits proximal, concrete construals
whereas a positive mood often elicits distal, abstract construals.
In addition to positive or negative mood, both emotional
arousal and fluency reduce feelings of psychological distance
and influence mental simulations (Alter & Oppenheimer
2009; Mrkva et al. 2018; Szpunar & Schacter 2013; Van Boven
et al. 2010). Bodily sensations, such as upward or downward
head and eye movements can also influence simulations and
mental construals, as when looking upward evokes more
abstract imagery of distant objects (Barsalou 1999; Cian 2017;
Van Kerckhove et al. 2014).

Because feelings such as fluency influence mental simulation,
people’s feelings can make them more likely to simulate events
even when fluent events are objectively less likely to occur. For
example, people might simulate an extremely unlikely terrorist
attack when it is top-of-mind and fluent, whereas failing to sim-
ulate more likely risks for which they have equivalent informa-
tion and experience (Mrkva et al. 2018; Sherman et al. 1985;
Sunstein 2003). Doing so can have drastic consequences, as
when Americans decided to drive rather than fly shortly after
9/11, likely resulting in hundreds of additional deaths from traf-
fic accidents (Blalock et al. 2009).

Finally, feelings can lead to empathy gaps and other systematic
prediction errors. Empathy gaps prevent people from effectively
simulating other mental states, even when they possess abundant
relevant conceptual knowledge. For example, when in neutral or
satiated states, students do not appreciate how much hunger
would influence preferences (Van Boven & Loewenstein 2003),
smokers fail to appreciate how strong their desires to smoke will
be (Sayette et al. 2008), and drug addicts underestimate how allur-
ing their urges will be (Van Boven et al. 2013). These empathy
gaps persist even amid substantial personal experience, consider-
ing that smokers and drug users typically have vast experience
with the relevant concreta and abstracta (Van Boven et al.
2013). They also occur even when people in neutral “cold” states
and emotional “hot” states have the same objective contextual
details about an event (Van Boven et al. 2013). In particular, peo-
ple may have difficulty translating experiences in an emotional,
“hot” state to an abstract lesson implemented in a “cold” state

(and vice versa; Loewenstein 1996; Loewenstein et al. 2003; Van
Boven & Loewenstein 2003).

Another systematic prediction error, the planning fallacy, per-
sists in spite of substantial personal experience (Buehler et al.
1994; 2002). People underestimate how long tasks will take to
complete and how much money they will spend, even if they
are experienced with these decisions and have made many similar
underestimation errors in the past (Buehler et al. 2002; Griffin &
Buehler 2005; Peetz & Buehler 2009). These errors partly reflect
tendencies to rely on hope over experience, simulate the
easiest-to-imagine, best-case scenario, and ignore other tasks
and obstacles that may interfere (Buehler et al. 2002; Buehler &
Griffin 2003; Kahneman & Lovallo 1993). Gilead et al. state that
people should (and do) simulate events when they have past expe-
rience in their reservoir of memories. Yet, it is important to note
that people are prone to systematic prediction errors such as
empathy gaps and the planning fallacy despite having previous
experience. The observation that empathy gaps and other
prediction-reality gaps persist even among people with vast expe-
rience offers challenges for any predictive cognition framework
that focuses exclusively on experience and conceptual knowledge.

In sum, Gilead et al. develop a rich framework, but need to
allow ample room in their framework for feelings (emotions, flu-
ency, and other states). These feelings can shape whether people
use abstract thought, how they are impacted by simulations, and
whether their predictions will correspond to reality.
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Abstract

Gilead et al.’s theory presupposes that traversing temporal, spa-
tial, social, and hypothetical distances are largely interchangeable
acts of mental travel that co-occur in human ontogeny. Yet, this
claim is at odds with recent developmental data suggesting that
children’s reasoning is differentially affected by the dimension
which they must traverse, and that different representational
abilities underlie travel across different dimensions.

We appreciate Gilead et al.’s highlighting of the various “episte-
mic barriers” or “dimensions” (in addition to “time”) that
humans must mentally traverse. Inherent to their theory of men-
tal travel is that the different dimensions/distances (i.e., temporal,
spatial, social, and hypotheticality) are intertwined, mostly inter-
changeable (thus lumped together under the broader construct of
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“mental travel”), and co-occurring in ontogeny. However, this
characterization overlooks important nuances between different
forms of mental travel and the diverse representational capacities
subserving them. This is especially apparent in recent cognitive
developmental data suggesting that children’s sensitivity to differ-
ent dimensions emerges in a staggered manner, and that the
capacity to traverse dimensions may rely on different underlying
representational capacities.

Developmental research has not yet provided a comprehensive
account of when different forms of “mental travel” emerge and,
importantly, whether sensitivity to each dimension emerges
simultaneously. Yet, new data suggest important differences as a
function of the dimension children must traverse. A notable
point is that traversing social distance appears to emerge early
in development. For example, taking a socially distanced perspec-
tive (by reasoning about “other” vs. “self”) enhances 3- to 5-year-
olds’ ability to predict future preferences (Bélanger et al. 2014; Lee
& Atance 2016) and delay gratification (Prencipe & Zelazo 2005).
Social distancing also improves executive functioning in this same
age group. White and Carlson (2016) found that preschoolers
who took the perspective of another character (e.g., Batman) dur-
ing an executive functioning task showed increased performance
compared to preschoolers whose perspective was focused on the
self. This effect was, however, more pronounced for 5- than
3-year-olds suggesting that even though young preschoolers are
sensitive to social distance manipulations, this sensitivity
increases with age.

Interestingly, however, preliminary work also suggests that
children’s sensitivity to spatial distance emerges later than sen-
sitivity to social distance. For example, although taking a
socially distanced perspective improved preschoolers’ ability to
predict future preferences (Bélanger et al. 2014) and delay grat-
ification (Prencipe & Zelazo 2005), Rutt et al. (2019) recently
showed that a spatial distance manipulation had no such facil-
itative effect. Specifically, 3- to 6-year-olds who were asked to
take a spatially distanced perspective by imagining themselves
in a far-away place were no more accurate in predicting future
preferences, nor delaying gratification, than children who
adopted a spatially near perspective (i.e., their current location).
Similarly, Bowman-Smith et al. (2019) found that a spatial dis-
tance manipulation did not have a significant effect on child-
ren’s reasoning until 6½. These findings, thus, suggest
important differences between mental travel across social and
spatial distances.

Findings by Coughlin et al. (2019) provide further evidence of
differences between forms of mental travel. They compared
5-year-olds’, 11-year-olds’, and adults’ ability to produce “tem-
poral” and “make-believe” (i.e., hypothetical mental travel)
narratives about a particular event (e.g., eating something
yummy). Five- to 11-year-olds required more prompts to suc-
cessfully produce future event narratives, and also received
lower episodicity (i.e., amount of episodic detail) scores on
future narratives, as compared to make-believe event narratives.
Older children also required fewer prompts than younger chil-
dren to produce future event narratives, whereas the number
of prompts required for make-believe events did not differ
with age. These findings suggest that the ability to mentally
traverse time emerges later than the ability to mentally traverse
hypotheticality.

Therefore, although we agree that different forms of mental
travel might be largely interchangeable in adults, they appear to
develop in a staggered manner in childhood. Though more data

are needed, traversing (or being sensitive to) social (Bélanger
et al. 2014; Lee & Atance 2016) and hypothetical distances
(Coughlin et al. 2019) appear to emerge earlier in development
than traversing temporal (Coughlin et al. 2019) and spatial dis-
tances (Bowman-Smith et al. 2019; Rutt et al. 2019).

In light of this, it is unsurprising that the mental representa-
tions (or forms of “abstraction”) subserving the various dimen-
sions of mental travel also appear to differ. For example, as
described earlier, Coughlin et al. (2019) found that young children
were better able to episodically pre-experience a hypothetical,
than a future, event even though both dimensions require event
simulation. Importantly, these authors found that self-concept
coherence (i.e., how coherently an individual views him or
herself ) predicted future, but not make-believe, event narrative
generation in younger children. Therefore, the cognitive concept
of the self might be required to engage in mental travel
across the temporal, but not the hypothetical, dimension.
Given that self-concept coherence improves significantly with
age (Coughlin et al. 2019), it makes sense that traversing the
temporal dimension emerges later than traversing the hypothet-
ical one. Similarly, contrary to what might be expected were all
dimensions equal, Hanson et al. (2014) found that 3- to 5-year-
olds’ performance on theory of mind tasks (i.e., traversing social
distance) was not related to their performance on episodic
foresight tasks (i.e., traversing temporal distance). In sum,
these are not the findings we would expect based on the idea
that the capacity to mentally travel across different dimensions
co-occurs in ontogeny.

Future research should systematically test children’s sensitivity
to the various dimensions in a single task (e.g., producing event
narratives) while varying the dimension that must be traversed.
For example, based on our account, children may show greater
ease imagining how an event might unfold for another child
than they do imagining how this event may unfold at a distant
spatial location, or even for their future selves. This may be why
in certain contexts, children’s future-oriented decision-making
is more accurate and adaptive for “other” than “self” (Bélanger
et al. 2014; Prencipe & Zelazo 2005; for a similar study with
adults, see Renoult et al. 2016). Further exploring the cognitive
correlates of each form of mental travel would also continue to
shed light on why some forms may emerge earlier than others.
The results of such efforts may not fundamentally contradict
Gilead et al.’s claims, but may instead add richness and precision
to an account of how humans develop the remarkable capacity for
mental travel.

Abstraction still holds its feet on
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Abstract

In view of current scientific knowledge, it seems premature to
hypothesize a qualitative distinction between processes, net-
works, and structures involved in abstract processes from those
based on perception, episodic, or procedural memories.
Predictive thought and mental travel strongly rely, at different
levels of consciousness, on past and ongoing sensory input,
bodily information (e.g., interoception), and the results of per-
ceptual elaboration.

Understanding the constituent elements, process organization,
and neural networks involved in abstraction and predictive think-
ing requires confronting an extensive range of cognitive processes.
In proposing their model, the authors have additionally integrated
the different perspectives based on the principle of parsimony,
essential to reductionism in research. However, some aspects,
though deserving of more contextual prominence, have been rel-
egated to the background.

Although we do not intend to discuss the role of language in
complex abstract thought, it is the only way to access complex
abstract; therefore, similar to other aspects of cognition, language
is intertwined with sensorimotor and social information. Thus,
question on the “hierarchy of abstractness” is extended to single
words and their meaning but the concept of “abstract elements”
necessitates a definition, and researchers occasionally have varied
hierarchical vision. Gilead and colleagues hypothesized a discon-
tinuity at some point between concrete and intangible in their
abstraction hierarchy. Studies on explicit word categorization sug-
gest the abstract as more nuanced than a simple difference
between perceptible or intangible. Troche et al. (2017) hypothe-
sized a continuous three-dimensional space (endogenous, exoge-
nous, and magnitude) wherein the elements are placed
according to their level of concreteness. A similar semantic clas-
sification study refuted the dichotomic view of concreteness–
abstractness (Borghi et al. 2019b). Both abstract and concrete
concepts involve the sensorimotor system and involve many
dimensions, including social, linguistic, and inner experience.

Although an explicit dichotomous or mono-dimensional clas-
sification of concreteness–abstractness appears impossible, a dif-
fused and inextricable interconnection seems viable even at the
level of cortical representation of semantic contents. Another fas-
cinating study used fMRI to draw a cortical semantic representa-
tion map (Huth et al. 2016). The findings revealed a similar
organization between subjects, consistent with that based on
semantic domains (i.e., abstract, social, and perception-related
words), merging one into the other intricately. This organization
complicates the visualization of clear boundaries between abstract
concepts and episodic or sensorimotor memories, or other con-
current perceptive activity.

On a wider perspective, Gilead and colleagues offered another
point on evolutionary interpretation. It cannot be denied that the
products of thehumanmindextendbeyond sensory stimuli-mediated
concreteness and environmental perception. Simultaneously, it is
widely accepted that the senses and complex behavior (e.g.,
environmental adaptation and mating strategies) are strictly interde-
pendent. In our opinion, this interaction has profoundly directed evo-
lutionary processes, including that in humans, making it difficult to
hypothesize the mental processes, abstract contents, and neural sub-
strates underlying them, and which are independent of perception.

Although the authors admit the multi-modal nature of per-
ceptual experiences, differences in perceptual, interoceptive
and motor pathways require additional emphasis, mainly in
predictive contexts. As a result, the proposed model must
account for abstract concepts in terms of two aspects that are
crucial for cognitive, affective, and social processes. First,
strictly body-generated information, such as proprioception
and interoception, is not considered in the target article even
though abstract words can be directly experienced through
the homeostatic condition of the body (e.g., hungry and fear).
Moreover, interoception and other bodily signals ground emo-
tional concepts and should be thought as part of the system of
abstract concepts (Connell et al. 2018). Second, one must con-
sider the presence of an organization more complex and rooted
than all perception-based information of telereceptive senses.
The multimodality of perceptual experiences appears more
effective with the inclusion of weak and sparse stimuli, despite
their spatiotemporal co-occurrence (Ghazanfar & Lemus
2010). Reciprocal interactions between sensory domains pre-
vent multisensory collaboration from being democratic or
steady.

Studies on cross-modal perception indicate the circumstantial
predominance of specific perception over multisensory elabora-
tion. Action perception in routine life, for example, typically
implies the merging of discrete information from the visual, audi-
tory, or olfactory senses to optimally guide interpretation and
behavior (Chen & Spence 2010). Although multiple senses medi-
ate our experience with the world, sight usually provides the most
reliable information for human predictive cognition. Vision is
also the medium for studying the social and emotional nature
of experiences (e.g., pain and anger) and for shaping, implement-
ing, and adjusting action plans (Aglioti & Pazzaglia 2011). The
predominance of vision over the other senses questions whether
multisensory integration is necessarily mediated by visual
transformations.

However, auditory and olfactory stimuli associated with
abstract symbols, filter through multisensory redundant cues,
occasionally dominate one’s knowledge. Odors can not only influ-
ence emotional states and social interactions, modulating words
and facial recognition, but also become associated with abstract
symbols, influencing subsequent elaboration processes (Seo
et al. 2010), such as anticipatory action planning (Aglioti &
Pazzaglia 2010). Therefore, the sensory consequences of an
odor are integrated with the ongoing high-order cognitive activity.
From a neural view point, the olfactory networks still remain
largely unexplored despite strong evidence of their involvement
in the activation of a network of brain areas typically responsible
for high-order processes (Zhou et al. 2019). Similarly, the audi-
tory system presents characteristics that predominate other senses
(Aglioti & Pazzaglia 2010), with sounds helping to establish a
state of alertness, predict upcoming events, and trigger anticipa-
tory representations (Aglioti & Pazzaglia 2011). The brain areas
identified in these studies include those involved in sensory and
motor processing, presenting compelling evidence in favor of
modality-specific abstract information. Furthermore, the elabora-
tion of sensory information is a continuous and implicit process
that may never reach a conscious level of perception but influence
ongoing high-order cognitive activity (Walla 2008). Although
modality-specific sensory information is important in forming
the perceptual features of concrete representation, sensory affer-
ences deeply influence the higher cognitive processes that charac-
terize real-world experiences.
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Thus, it is suggested that unimodal input for prediction pro-
vides more rapid and less variable acquisition, more precise
dynamic representations, and more specific information for antic-
ipatory coding. From an evolutionary view point, knowledge of
forthcoming events is more significant than past events.
Analyzing the contribution of these different sensory channels
and bodily information to the perspective coding of abstract
and concrete concepts, their influence, or role in defining the
content and form of mental travel still remains a fundamental
topic for future research.

Neuronal codes for predictive
processing in cortical layers

Lucy S. Petroa and Lars Mucklib

aInstitute of Neuroscience and Psychology, University of Glasgow, Glasgow G12
8QB, UK and bCentre for Cognitive Neuroimaging, Institute of Neuroscience and
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Lucy.Petro@glasgow.ac.uk
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Abstract

Predictive processing as a computational motif of the neocortex
needs to be elaborated into theories of higher cognitive functions
that include simulating future behavioural outcomes. We con-
tribute to the neuroscientific perspective of predictive processing
as a foundation for the proposed representational architectures
of the mind.

By endeavouring to integrate predictive processing theories of
brain function with human capacity for prospective thought,
Gilead and colleagues have identified a subject matter that
invites rigorous empirical focus. The current evidence for
predictive processing is biased towards the field of perception.
Such data are essential, but this bias leaves open questions
about how neuronal prediction contributes to “offline” brain
processing in which we can flexibly traverse space and time in
our mental activity. As cognition is predictive, we should now
pursue a framework for predictive neuronal processing that is
‘abstracted away’ from proximal sensory inputs and used
instead for prospective deduction or future simulation. The
authors have initiated a thought-provoking account of how
abstract representational elements supporting predictive cogni-
tion could be structured, and their structure bridges from per-
ception science to cognitive psychology. We highlight the
neurobiology of predictive processing as a subdivision for devel-
oping this framework.

Predictive brain frameworks prescribe specific neuronal pro-
cesses. These processes can be summarised such that the hierar-
chical brain compares sensory inputs with internally generated
models of the world, aiming to minimise error signals that indi-
cate a mismatch and result in internal model revision (Friston
2005). There are various mechanistic implementations of this

computation (George & Hawkins 2009; Spratling 2017), but
broadly speaking, neuronal markers of prediction should reveal
(aspects of) these coding principles. The authors have examined
how neuroscience data, specifically human functional neuroimag-
ing, corroborate their proposed structure of abstract representa-
tions. Brain signatures have been observed that support the
distinct abstracta they describe, especially so for modality-specific
and multimodal abstracta. The element of the model where
‘abstractness’ is greatest, that is categorical abstracta and predica-
tor representation, should be investigated more sufficiently in
brain imaging experiments testing predictive processing, but the
authors provide a plausible hypothesis for how this could be real-
ised in specific hubs of the default mode network (DMN). Under
the assumption that identical computations (i.e., prediction) sup-
port all functions throughout the brain’s hierarchy, the distinction
between perceptual and cognitive processing is eliminated. As
such, future data should confirm the hierarchy of inference differs
in the content of mental representation at each level (not the com-
putation), and areas processing abstract representations for predic-
tive cognition should reveal neuronal indicators of prediction. In
line with this, the putative involvement of the DMN in ‘offline’
processing to probabilistically simulate future outcomes can be
described in the context of Markov decision processes
(Dohmatob et al. 2018). This mathematical framework is in line
with predictive neuronal processing in the DMN, which is sup-
ported by experiments showing that the DMN overlaps with
areas involved in forming associations (from which predictions
are derived, Bar 2007).

How close are we to testing a model of the predictive neural
bases of conceptual cognition? Taking the perspective that the
brain performs predictive cognition for mental time travel,
one approach is to test the brain’s generation of sensory inputs
that are decoupled from perception. Mental imagery can be
used to test internally-driven events, and such data have been
interpreted within predictive processing frameworks. For exam-
ple, analysis of functional magnetic resonance imaging data
reveals that vividness of visual imagery increases the top-down
coupling of signals from frontal areas to early visual areas
(Dijkstra et al. 2017). This finding fits with the role of cortical
feedback carrying descending predictions from high to low
areas, even in the absence of sensory input. Further, in primary
sensory areas, brain imaging studies of illusions and mental
imagery reveal that processing during perception is generative,
for example, as observed in visual counterstreams. In primary
visual cortex it is possible to partition feedforward and feedback
signals; this is crucial because these pathways transmit sensory
versus internal processes respectively (or ascending prediction
errors and descending predictions). We propose studying corti-
cal layers in humans as a neuronal substrate allowing for mental
time travel alongside perceptual processing. We motivate this
hypothesis using high-resolution brain imaging showing that
neuronal codes exist for abstract mental representations trans-
ferred by cortical feedback to sensory areas (Bergmann et al.
2019), and that sensory cortex allows for predictive processing
mechanisms to be precisely spatiotemporally mapped (e.g.,
Edwards et al. 2017). Taking visual imagery as an example of
counterfactual processing, deep cortical layers of visual cortex
are involved in maintaining visual information specific to men-
tal imagery (Bergmann et al. 2019). A dual stream of factual and
counterfactual information processing might provide insight to
higher cognitive functions in which potential future outcomes
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need to be simulated before informed decisions can be executed.
The inherent challenge however in investigating prediction
machinery in higher, abstract, psychological function is that
we have diminished control over the content of internal repre-
sentations, and we have to probe brain areas that do not easily
allow for the separation of sensory from internally-generated
processes.

Developing the authors’ account will now require, in part,
overcoming the challenge of understanding if and how neuronal
substrates of abstract mental representation, even those that con-
fer predictive mental abilities such as projecting oneself forward
in time, are one and the same as neuronal prediction.
Towards the aim of a testable model of the neural bases of con-
ceptual cognition, it will be essential to develop the description
of higher cognitive functions within the parsimonious frame-
work of predictive processing. This framework should span dis-
ciplines by defining common concepts and terminology. In
doing so, it is imperative to avoid a language surplus as seen
previously with terminology that was justified either on behav-
ioural data alone, or in connection with specific paradigms,
without providing a reduction into descriptions of neuronal
processes. For example, attention has often been defined
based on behavioural advantages without direct neuronal expla-
nations, but might be more thoroughly and accurately explained
as optimising the precision of prediction error by increasing the
synaptic gain of these neurons (Feldman and Friston 2010;
Gordon et al. 2019). The target article provides a descriptive
framework of abstract representations for predictive cognition
onto which we can map neuronal data, which should comprise
neuronal recordings, simulated data and models and behaviou-
ral measures in order to advance a parsimonious conceptual
framework.

Dynamic hierarchical cognition:
Music and language demand
further types of abstracta

Tudor Popescu and W. Tecumseh Fitch
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Abstract

Hierarchical structures are rapidly and flexibly built up in the
domains of human language and music. These domains require
a tree-building capacity – “dendrophilia” – to dynamically infer
hierarchical structures from sensory input (or to hierarchically
structure output), based on subunits stored in a lexicon. This
dynamic process involves a crucial class of abstracta overlooked
in the target article.

Gilead et al. wisely avoid assuming that abstraction and mental
time-travel are exclusively confined to human cognition (contra
Penn et al. 2008; Suddendorf and Corballis 2007; 2010), because
ample evidence exists for such abilities in animals (e.g., Emery
and Clayton 2004). However, the propensity to perceive hierarchi-
cal structure in sequences unfolding through time or space, in
multiple modalities, does seem unusually well-developed in our
species. This propensity to generate tree-like structures has been
dubbed “dendrophilia” (Fitch 2014).

We share the authors’ conviction that prediction is fundamen-
tal to cognition, and applaud their pluralistic perspective regard-
ing the many abstraction types that support prediction. However,
their ontology of abstraction overlooks the importance of the
dynamically constructed hierarchies fundamental to music
and language. What enables these domains to make “infinite
use of finite means” is precisely their hierarchical combinator-
iality. Despite pervasive evidence for hierarchical structures in
human cognition, evidence for hierarchical representations in
nonhuman animals remains sparse (e.g., Jiang et al. 2018;
Wang et al. 2015).

Music and language obviously involve hierarchical structures,
whereby, following Gilead et al., abstracta at one level of abstrac-
tion act as the concreta for another. Thus, music’s concreta
include individual notes at certain pitches, whereas speech builds
on individual phones. At the first level, the abstracta are pitch
classes (the set of pitches that share the same chroma across dif-
ferent octaves, e.g., C3, C4, etc.) and phonemes (incorporating dif-
ferent allophones). Further hierarchical structures compose
musical abstracta into melodies (sequences of notes of different
pitch classes with a particular rhythmic structure) and musical
keys (subsets of certain note classes) whereas language composes
phonemes into syllables, morphemes, phrases, sentences, and
narratives.

Importantly, the “terminals” in both music and language are
themselves abstracta. For instance, a phoneme is not a concrete
entity that exists in nature, but is already processed by categor-
ical perception, thus is already an abstraction. Similarly, the
“same” melody can be produced with any arbitrary starting
note (and thus encompasses an infinite set of surface frequency
sequences).

These static structures are consistent with the kind of static
(taxonomic) hierarchical structures that Gilead and colleagues
consider (e.g., dogs are mammals are vertebrates). But, these
do not account for the type of flexible generativity needed to
create or understand new sentences or melodies, which requires
smaller stored subunits (words, idioms, or short chord
sequences) that can flexibly combine into larger wholes. Such
compositional subunits go by many names (“subtrees,” “tree-
lets,” and “curried functions”) and are a generalisation of the
notion of “predicate,” whose importance the authors rightly
emphasise.

Extending Frege’s terminology, such “partially saturated
entities” are the crucial building blocks of the larger hierarchi-
cal structures underlying music and language. But in music,
these subunits lack compositional semantics: unlike predicates
they do not imply truth values. They are purely combinatoric
entities, subunits with open “slots” that allow them to flexibly
combine with other subunits in constrained ways. Thus, just
as a transitive verb has “slots” demanding an animate subject
and an object, a tonic-subdominant-dominant chord sequence
allows a constrained set of continuations (canonically a return
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to the tonic, but unlimited variants are possible). Such
compositional chord sub-sequences are not predicates: they
make no semantic reference to the world, and entail no truth
values.

Crucially, the hierarchical subunits of music and language are
learned, and must be stored in a mental lexicon, but are deployed
automatically and habitually. Thus, during ontogeny, such
learned subunits must be automatised. This blurs the line
between the traditional category of habitual or “model-free”
abstracta and (conscious) model-based prediction. That some pre-
dictions are more habitual or unconscious than others does not
mean they are “model-free”: only that the abstracta involved
have been automatised.

Consider how we perceive music, where the crucial first level
of abstraction is constituted by traversing temporal distance.
Musical abstraction applies to the relatively short time-spans
of unfolding chords or melodic phrases. These units nest into
larger ones, that can be described at increasing levels of abstrac-
tion, in terms of for instance Schenkerian time-span reduction,
whereby each phrase can be conceived of as an elaboration of a
basic underlying tonic-dominant-tonic progression (Schenker
1935). Such dynamic hierarchical abstractions are reflected in
electrophysiological evidence for the ability to recognise long-
distance harmonic dependencies in music (Koelsch et al.
2013). Our unconscious knowledge of music is essentially a gen-
erative model for an infinite set of melodies (Lerdahl &
Jackendoff 1983), built upon a finite set of hierarchical building
blocks that combine to form more complex hierarchical
structures.

This parallels language, where the learned structures stored
in the lexicon (including both morphemes and more complex
subunits like idioms; cf. Jackendoff 2002), are used online to
build up the more complex and variable structures involved in
language use. Available data from psycholinguistics indicate
that complex structures are built up “on the fly,” in parallel,
and unconsciously (Cutler 2017). These processes are not easily
available to introspection because they have been automatised.
Both cases illustrate the centrality of dynamically created hierar-
chical structures in human cognition, and the musical case
demonstrates that semantics (and thus predicates) need not be
involved.

Consider finally the aesthetic dimension of music or poetry.
The temporal pattern in which tension unfolds over time,
where expectations are unconsciously generated, then chal-
lenged, and finally resolved and integrated into a satisfying
whole, can be termed an “aesthetic trajectory” (Fitch et al.
2009). In music, the ebb and flow of the aesthetic trajectory
operates at the “top” level of this hierarchy, that is, on melodies
and keys, not on individual notes. Such dynamic aesthetic
trajectories are fundamental to aesthetic experience (including,
we argue, to static arts like painting or sculpture; cf. Fitch et al.
2009), but also far beyond, for example, in following narra-
tives, getting jokes, or understanding pragmatics (Hurley
et al. 2011).

We conclude that a dendrophilic process of dynamic hierar-
chical structure building is crucial in music and language, and
deserves a prominent place in Gilead’s pluralistic ontology of
abstracta. This process is based upon combinations of automa-
tised subunits, analogous to but more general than Fregean
predicates.

Abstraction: An alternative
neurocognitive account of
recognition, prediction, and
decision making
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Abstract

Gilead et al. offer a thoughtful and much-needed treatment of
abstraction. However, it fails to build on an extensive literature
on abstraction, representational diversity, neurocognition, and
psychopathology that provides important constraints and alterna-
tive evidence-based conceptions. We draw on conceptions in
software engineering, socio-technical systems engineering, and
a neurocognitive theory with abstract representations of gist at
its core, fuzzy-trace theory.

We commend the authors for a thoughtful and much-needed
focus on abstraction, integrating developmental, cognitive, social,
and neuroscience literature. This discussion and future work
would benefit from drawing on perspectives from software and
systems engineering incorporated into recent formalizations of
fuzzy-trace theory (Broniatowski & Reyna 2018). Fuzzy-trace the-
ory has spawned an extensive literature that directly relates to
abstraction, representational diversity, neurocognition, and psycho-
pathology that provides important constraints and alternative
evidence-based conceptions of abstraction.

Specifically, the theory distinguishes verbatim representation
of information – symbolic representation of concrete, surface
form – from gist representation – “fuzzy” bottom-line meaning
(Reyna 2012). Gist varies in abstraction of content – called “hier-
archy of gist.” In socio-technical systems engineering, Rasmussen
(1985) defines two types of hierarchies: abstraction and aggrega-
tion. Abstraction pertains to gist in that it emphasizes embedding
items within their contexts such that they have a meaningful pur-
pose. Aggregation emphasizes combination of parts into wholes
such that “higher” elements in the hierarchy contain “lower” ele-
ments, hiding their contents.

We apply both kinds of hierarchies. Implementing fuzzy-trace
theory, we define mental representations that vary in abstraction –
categorical gist, ordinal gist, and interval verbatim. However, gist-
based abstraction is not verbatim-based aggregation, and gist is
not derived from verbatim representations. Aggregation rules
can take verbatim representations as input, such as combining
probabilities and outcomes using rote procedures into precise
expected values, but this is not abstraction in the gist sense.
Our literature review contradicts the assertion that “every action
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an organism makes is an attempt to reduce uncertainty”; decision
makers sometimes seek uncertainty (e.g., for losses), which has
profound implications for legal (rejecting plea bargains) and med-
ical decision-making (seeking experimental treatment when ter-
minally ill).

Notably, more abstract levels of the gist hierarchy use a looser,
more parsimonious rule (compared to other decision theories) by
specifying a partial order in which representations can be, but
need not be, ordered. This looser rule reflects fuzzy-trace theory’s
emphasis on fuzzy processing. Broadly, within each level of repre-
sentation, different aggregation procedures take the form of differ-
ent order relations between elements in each set. Thus, we
integrate notions of abstraction found in software engineering
and socio-technical systems engineering with fuzzy-trace theory’s
levels of mental representation.

These theoretical ideas predict numerous results that are
directly relevant to the authors’ claims. Space limitations permit
only a few illustrations. For example, with its roots in psycholin-
guistics, fuzzy-trace theory absorbed concepts such as scripts/
schemas cited by the authors, but modified them to accommodate
serious empirical contradictions (e.g., Alba & Hasher 1983). The
theory also goes beyond dualisms such as model-free versus
model-based or declarative versus procedural memory because
data demanded it. The old ideas that “Although episodic memory
is more detailed and concrete than semantic memory, it is none-
theless declarative; namely, information that can be readily put
into words” and “as such may be considered more abstract”
have been superseded by evidence showing that episodic memory
consists of both verbatim and gist memories. The whole of the
false-memory literature speaks against the notion that such mem-
ories “can be readily put into words.” Moreover, the ability to
articulate cognitive processes, such as memory, is a faculty distinct
from representational abstraction (as much research showed). In
any case, words are not “considered more abstract,” but, rather,
vary in abstraction. Phenomenology of a false memory (vivid)
should not be confused with the abstractness of the representation:
“concrete, vivid simulations can easily give rise to false memories.”
The opposite is true; concreteness and imageability are negatively
related to false memory, per theory (Brainerd et al. 2008).

Further, prediction does not necessarily entail abstraction (or
deliberation). Indeed, current reinforcement and prediction-error
paradigms, especially in cognitive neuroscience, emphasize rote
memorization. However, in fuzzy-trace theory, there are two
main ways people make predictions: through verbatim memory
for event frequencies (the number of times an event has hap-
pened) or gist-based beliefs about why events occur (Mills et al.
2008). Neurocognitive underpinnings for this fuzzy-trace-theory
distinction have been delineated (d’Acremont et al. 2013; see
Spreng & Turner 2019, for a theoretically compatible neurocogni-
tive theory that shares the authors’ focus on the default-mode net-
work). Thus, rote memory for frequency counts is not abstract, it
reflects concrete experience, as does mindless association of events
solely through “spatiotemporal contiguity.” Although association
between events can be abstract in the mind of the theorist, it is
not necessarily abstract in the mind of a rat. Any two things that
can be related are not necessarily related abstractly.

When abstraction was manipulated per construal level theory,
its effect on decision quality was mediated by gist representations
(a potential rapprochement; Fukukura et al. 2013). Contrary to
other theories, fuzzier, less detailed representations are associated
with contextually biased but higher-quality developmentally
advanced decision-making (Helm et al. 2018; Reyna et al.

2011). Extensive evidence contradicts the assertion that “In
order for a target-representation to be functional, it must be accu-
rate and detailed. When either condition is not met, the target
representation is useless.”

According to fuzzy-trace theory, representational diversity,
then, is realized whenever people encode information, but the rel-
ative emphasis on different levels of abstraction varies across age
and individual differences (Reyna & Brainerd 2011). Among those
individual differences, brain and behavioral analyses have linked
(lack of) abstract thinking to “psychopathology,” what we describe
as atypical information-processing, including autism, adult (as
opposed to adolescent) criminality, and psychopathy (Reyna &
Panagiotopoulos, in press; Reyna et al. 2018). For example, non-
criminal risk-taking behavior was associated with emotional reac-
tivity (amygdala) and reward motivation (striatal) areas, whereas
criminal behavior was associated with greater activation in tempo-
ral and parietal cortices, their junction, and insula. Neurocognitive
and experimental evidence converged on the conclusion that psy-
chopathology was associated with more objective, seemingly ratio-
nal verbatim processing, rather than developmentally typical
reliance on abstract (but contextually biased) gist in adulthood.

In sum, tasks, such as recognition or prospection, are solved
differently using concrete verbatim-based processing and abstract
gist-based processing. This distinction predicts some effects dis-
cussed by the authors and fundamentally contradicts others.
Scientific progress can best be achieved by integrating prior evi-
dence with the authors’ exciting ideas about abstraction.

Shared reality and abstraction: The
social nature of predictive models
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Abstract

We propose that abstraction is an interpersonal process and serves
a social function. Research on shared reality shows that in com-
munication, people raise their level of abstraction in order to cre-
ate a common understanding with their communication partner,
which can subsequently distort their mental representation of the
object of communication. This work demonstrates that, beyond
building accurate models, abstraction also functions to build
socially shared models – to create a shared reality.

In their paper, Gilead et al. make an important contribution to
the field of predictive cognition by leveraging construal level the-
ory (CLT; Trope & Liberman 2010) as a unifying framework
underlying various forms of abstract representation. In this
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commentary, we situate their contribution in terms of the inter-
personal context. We propose that predictive models are not gen-
erated and used solely within the confines of the individual mind
– instead, these are fundamentally socially constructed. We exam-
ine abstraction as an interpersonal process and argue that it serves
a social function.

As Gilead and colleagues point out, the minds of other people
may be highly relevant to the predictive process in that people
“wish to align themselves with the beliefs of others” (sect. 3,
para. 7), even for non-social stimuli, and that “contrary to theories
that suggest that prediction is purely an epistemic process, we
highlight that in humans, mental travel is often guided by the
motivation to arrive at a state of shared belief with other humans
– regardless of the truthfulness of those beliefs” (sect. 3.3, para. 1).
We strongly agree with this position (Echterhoff et al. 2009;
Hardin & Higgins 1996; Higgins 2019; Rossignac-Milon &
Higgins 2018a). But further, we propose that predictive models
are socially constructed more often than not. Evidence from the
field of shared reality supports this idea.

Shared reality theory proposes that humans are fundamentally
motivated to turn to each other in order to validate their interpre-
tations of the world and understand what is real and true
(Echterhoff & Higgins 2017; Hardin & Higgins 1996; Higgins
2019). Research on the Sharing-Is-Believing effect (Higgins
1992; for reviews, see Echterhoff & Higgins, in press; Higgins
2019) has shown that in communication, people tune what they
say to fit with their communication partner’s perspective on the
object of communication (i.e., the target referent). For example,
when describing a target person’s behaviors to a colleague, people
will categorize (i.e., abstract) the behaviors more positively (vs.
negatively) if they know that their colleague likes (vs. dislikes)
this person. More importantly, when speakers feel connected to
their audience, they subsequently align their cognitive representa-
tions of the target to fit with the evaluative tone of what they said.
Thus, they integrate their communication partner’s attitude into
their abstract mental representation of the target.

As described by CLT, attitudes are judgments about the
“essence” of an object, which are more abstract than its concrete
details (Trope & Liberman 2010). Critically, the new evaluatively-
tuned mental representation is a distortion of the original given
information about the target’s behaviors. Thus, the attitudes of
others can significantly shape abstraction, even at the cost of accu-
racy. Indeed, Gilead and colleagues touch on the uniquely human
ability to disregard different dimensions in order to create intan-
gible abstracta. These intangible abstracta are created not only to
summarize information, but also (and above all) in the service of
creating a common representation – a shared reality. As demon-
strated in the Sharing-Is-Believing paradigm, the communicator
produces an evaluatively biased message based on the audience’s
attitude, in the service of creating a shared abstractum that reflects
their common understanding of the object. Moreover, the commu-
nicator’s message can also bias the listener’s understanding (Hirst &
Coman 2018), thereby further aligning their understanding.

As suggested by Gilead and colleagues, categorical representa-
tions are primarily instantiated through social interaction.
Categorization and multimodal abstracta serve a communicative
purpose: when determining which level of abstractness to use
(and specifically, which lemma; Roelofs 1992), people take into
account the perspective of their conversation partner and select
the one most useful for the conversation at hand; for example,
people refer to spare change as “coins” and not “round metal
objects” because their monetary utility is most relevant to their

conversation partner (cf. Brown 1958). Communication goals
determine the selected level of abstractness.

In fact, people may raise the level of abstractness in order to cre-
ate shared realities. Indeed, Gilead and colleagues assert that the
function of beliefs is not always to “accurately represent reality –
but rather to facilitate traversing social distance by creating unity
of minds” (sect. 3, para. 8). We agree with this point. The purpose
of abstraction is not simply to minimize prediction error.
Predictive models function to minimize the discrepancy not only
between one’s internal state and the state of the world, but also
between one’s internal state and that of another person. Instead
of accuracy, the motivation can be to create something that “we”
believe in together (Rossignac-Milon & Higgins 2018b).
Although this “we” is an abstract category that subsumes “me”
and “you” – thereby increasing psychological distance away from
the “me here and now” (Yip-Bannicq 2018) – it also decreases
social distance. As CLT would predict, this decreased social dis-
tance should simultaneously collapse perceived spatial and tempo-
ral distance. The social glue created by shared reality was critical to
our survival as a species in our ancestral environment (Higgins
2019). Thus, we argue that the evolutionary pressure to raise
abstractness stems not only from accurately predicting the environ-
ment, but also from the need to create shared realities with others.

Moreover, through this process of creating shared realities,
conversation partners jointly align their predictive models (e.g.,
Hirst & Echterhoff 2012; for a review, see Higgins 2019). As men-
tioned by Gilead and colleagues, predictive models can be transmit-
ted from person to person (e.g., parent to child). Another
understudied avenue through which predictive models can become
shared is through dynamic, dyadic alignment. In this co-construction
process, a model is not transmitted from one mind to the other;
instead, it is an emergent product of both minds. We believe that
these co-constructed predictive models have the greatest psycholog-
ical weight (see Rossignac-Milon and Higgins 2018a).

In conclusion, the field of predictive cognition disproportion-
ately emphasizes intra-personal processes. Humans do not build
predictive models of the environment in social isolation. People
verify their predictive models not only by determining whether
they can predict subsequent events, but also by determining
whether other people agree with them. Abstraction functions to
build not only accurate, but also socially shared models.

Note. There was an editorial error in the abstract of the original online ver-
sion of this commentary. It has been corrected here and an erratum has been
published.
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Abstract

Gilead et al. provide a unified account of predictive cognition in
which abstract representations play an essential role. Although
acknowledging the similarity to linguistic concepts toward the
higher end of the proposed abstraction gradient, Gilead et al.
do not consider the potential of their account to embrace pho-
netic and phonological speech sound representations and their
neural bases.

Within linguistics and the cognitive sciences, some theories rely
heavily on representations (Markman & Dietrich 2000). As
generic constructs, representations may be characterized as mem-
ory traces (Rosen 1975), categories (Rosch 1973), or concepts
(Medin 1989), depending on the level of abstraction pursued in
the respective frameworks. Common to most approaches is the
assumption that representations “stand for entities” in the envi-
ronment (Ramsey 2010), that is, that they provide essential
units for simulating the external world. As such, representations
are readily suited for predictive coding frameworks
(Gładziejewski 2015) that postulate that cognition is based on
simulation, active inference, and hypothesis testing (Friston
2005). In this vein, Gilead et al. propose that predictive cognition
necessitates representations that are hierarchically organized along
an abstraction continuum. The advantage of their approach is that
it operationalizes the definition of abstraction, is readily applicable
to phonetic and phonological speech sound representations, and
is compatible with a range of neurolinguistic findings.

Several theories on sound representations in human language
propose different levels of abstraction. Rooted in generative lin-
guistics, a basic distinction is made between (more abstract)
underlying representations and (less abstract) surface representa-
tions (Chomsky & Halle 1968). This distinction can also be
aligned with the distinction between phonology and phonetics.
A phonological representation, in these approaches, is a phonemic
(or meaning-distinguishing) representation of a sound in minimal
pairs such as sum and sun. A phonetic representation, on the
other hand, may be more detailed and provide additional infor-
mation about pronunciation variants of the two word-final
nasal consonants [m] and [n]. Abstraction is operationalized in
approaches that consider speech sound representations to be a
bundle of phonological or phonetic features (Clements 1985;
Jakobson et al. 1965; Stevens 2002). The notion of abstractness
in these theories closely resembles the definition provided by
Gilead et al., in that abstractness means “two or more subjectively
distinguishable objects [that] satisfy” the structural descriptions of
the proposed representation (sect. 1, para. 1, first item 3).
Distinguishable objects in speech sounds refer to acoustic–pho-
netic dimensions such as the place of articulation of nasal conso-
nants, distinguishing bilabial [m] (produced at the lips) from
alveolar [n] (produced at the alveolar ridge behind the upper
front teeth). In English, on a relatively high level of abstraction,
it is assumed that the nasal in morphemic in– (“not,” preceding
probable or tolerant) shares the “subjectively [and phonetically]
distinguishable objects” bilabial and alveolar place of articulation
to allow for the variations seen in improbable and intolerant.
Because both places of articulation cannot be expressed simulta-
neously, the assumption in phonological theories is that the
abstract representation of nasal consonants does not include
place of articulation information in such cases. This is referred
to as underspecification (Lahiri & Reetz 2010; Steriade 1995):
The nasal consonant in improbable and intolerant is said to be

underspecified for place of articulation. In the process of speech
sound production, the spell-out of more concrete representations
(concreta in the terminology of Gilead et al.) is accomplished by
phonological and phonetic rules (criterion of substitutability in
the terminology of Gilead et al.). These rules insert the necessary
place of articulation feature either as a result of a default setting or
as a result of a contextual fill-in (Lahiri & Reetz 2010). Similar to
Gilead et al.’s approach, the outputs of abstraction processes can
serve as inputs for additional abstraction processes. The feature
bundle describing [m] would contain the feature CONSONANTAL (dis-
tinguishing consonants from vowels), NASAL (distinguishing nasal
and non-nasal consonants), and LABIAL (distinguishing labial and
non-labial consonants). The additional act of abstraction in instan-
tiating underspecification would then remove the feature LABIAL.

Abstract (underspecified) speech sound representations may
relate to predictive processes in at least two ways. First, the spell-
out of concreta (phonetic representations) can be context-specific
in that following consonants determine the place of articulation of
the preceding nasal consonant, leading to [m] when preceding
bilabial [p] (improbable) and to [n] when preceding alveolar [t]
(intolerant). Gilead et al. propose that “there is no mental travel
without abstraction” (sect. 4, para. 2) where mental travel stands
for predicting future states; in the speech example, predicting
future states would mean predicting upcoming articulations and
modifying implementations of abstract representations accord-
ingly. During speech production, simulations of upcoming artic-
ulations account for the observation that upcoming speech
sounds indeed exert influences on earlier speech sounds. This
regressive assimilation has been related to anticipatory processing
(Gow 2001). Internal simulations of future states may also mini-
mize the prediction error in the production–perception loop
involved in speech processing. Second, speech sounds differing
in their assumed degree of abstraction seem to relate to differences
in predictive processing. Broadly speaking, speech sounds based
on more features allow for more precise or stronger predictions.
Evidence for this observation stems from neurolinguistic studies
(e.g., Scharinger et al. 2016) interpreted within an auditory pre-
dictive coding framework (Baldeweg 2006). Further evidence is
provided by studies that suggest more concrete representations
to be based on supplementary motor information (Möttönen &
Watkins 2009; Möttönen et al. 2013). For instance, by disengaging
the motor lip area, Möttönen et al. (2013) showed that represen-
tations of labial speech sounds (in ba-syllables) were disrupted,
whereas representations of non-labial speech sounds (in da- or
ga-syllables) were not.

Abstraction in speech sound representations as illustrated
above is reflected in cortical structures in human temporal corti-
ces where increasingly abstract speech sound representations are
supported by regions with increasing distance to the primary
auditory cortex (Humphries et al. 2014; Obleser & Eisner 2009).
In these studies, more detailed and concrete (phonetic) represen-
tations were supported by regions in primary auditory cortex in
the vicinity of Heschl’s gyrus, whereas more abstract (phonolog-
ical) representations recruited regions in more anterior and pos-
terior parts of the superior temporal gyrus and sulcus. This
cortical abstraction gradient is parallel to the one for visual per-
ception by Gilead et al. and is in line with the aforementioned
phonetic-phonology distinction.

In sum, Gilead et al.’s approach provides interesting starting
points for future studies combining current theories of brain
function with generative linguistic accounts of speech sound
representations.
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Abstract

Language comprehension of action verbs recruits embodied rep-
resentations in the brain that are assumed to invoke a mental
simulation (e.g., “grasping a peanut”). This extends to abstract
concepts, as well (“grasping an idea”). We, therefore, argue
that mental simulation works across levels of abstractness and
involves higher-level schematic structures that subsume a
generic structure of actions and events.

Gilead and colleagues distinguish two specific reasoning mecha-
nisms geared toward distinct levels of abstraction. First, they
assume that a theory-based account is required for realizing infer-
ence on abstract levels. Second, they propose mental simulation as
a means of extrapolating detailed imagination into possible
futures. In contrast, we argue that mental simulation provides a
flexible unified mechanism that supports a spectrum of (embod-
ied) abstraction and inference driven by the schematic structure of
action and event representations. Our proposal is based on a large
body of neuroscientific and linguistic evidence arguing for the
gradient nature of conceptual abstraction. The proposed type of
simulation recruits (multi-)modal areas distributed across the
brain as well as higher-level areas associated with more abstract
and schematic concepts (Binder & Desai 2011).

Evidence of recruitment of brain areas in language use sup-
ports this view of mental simulation as involving flexible underly-
ing representations and mechanisms across different levels of
abstraction: action-related words recruit sensorimotor representa-
tions (Pulvermüller 2018). This process can be understood as
grounding a mental simulation. Early experiments have estab-
lished that this recruitment spans different levels of abstraction
(Boulenger et al. 2008), a fact not mentioned by Gilead and col-
leagues. In a recent fMRI experiment, Wang et al. (2018) further
showed how processing of abstract words recruits distinct high-
level language-related areas, as well as widely distributed
(multi-)modal brain regions. They conclude that abstract concepts
recruit embodied representations but also connect to higher-level
linguistic networks. Findings from Desai et al. (2013) support this
view through analysis of brain activations for different levels of

abstraction. In comparing activations for language related to con-
crete action, metaphorical meanings and idioms, they found dif-
ferential activations of motor areas for action language and
metaphors – suggesting an effect of mental simulation in both.
However, idioms showed only graded activation in these areas,
suggesting some degree of abstraction from sensorimotor systems.
Desai et al. conclude that idioms undergo a process of conven-
tionalization in which their representations shift from more con-
crete motor representations toward more schematic
representations. These neuroscientific studies suggest that sensor-
imotor representations contribute directly to the formation of
abstract concepts and are differentially recruited in mental simu-
lations. Further evidence suggests their role in simulation can be
modulated by grammatical features, for example, as found by
Liu and Bergen (2016) in a study on how progressive and past
tense affects language comprehension. They compared how
speakers process sentences describing concrete versus abstract
actions and found a location-sentence compatibility effect only
for the progressive case. This result is consistent with the function
of progressive tense as focusing on the internal details of the
unfolding event, which requires a (more or less) detailed mental
simulation. In contrast, the perfect tense shifts the focus from
the means of action toward end-conditions after executing that
action. Importantly, the effect is independent of using abstract
or concrete verbs and reflects the shared schematic structure of
actions.

We use the term “schematic structure” here to mean a categor-
ical mental representation that generalizes over instances
(Johnson 1987). Schemas capture regularities in sensorimotor sys-
tems that organize experience and interactions with the environ-
ment. In language comprehension, it is assumed that words and
larger phrases activate schemas that add perceptual or motor
components to a mental simulation of the content. These activa-
tions range from simple reinstantiations of detailed, modality-
specific experiences up to abstract structures that capture basic
conceptual knowledge. For instance, a source-path-goal schema
is an abstract representation structuring our understanding of
directed motion (Bergen & Chang 2005). Crucially, schemas are
assumed to be “categorical” and rely on “predication” (as defined
by the authors) across all levels of abstraction, because they allow
for flexible recruitment in mental simulation across different lev-
els of abstraction. Consider, for example, an action-schema for
grasping: First, the use of parameterization (e.g., position where
to grasp) is a form of abstraction. Second, a grasp-schema can
subsume different types of grasping (pinch-grasp etc.) that
share a generic event structure whereas involving different effec-
tors or typical graspable-objects. Third, schemas can relate to
each other (e.g., a grasp-schema requires an actor and a graspable
object), implying abstraction over role-fillers. This view of sche-
matic structure fulfills Gilead and colleagues’ definition of
abstraction as subsuming distinguishable schemas and actions.
Moreover, the practical utility of such schemas for understanding
abstract language has been nicely demonstrated by a computa-
tional model for metaphorical inference in the domain of eco-
nomics (Narayanan 1999). In this account, the ability to
parameterize mental simulations in the source domain served as
the basis for further inference in the target domain.

A schematic event representation is as well supported by neu-
roscientific evidence: a gradient of abstraction for such represen-
tation is assumed along midline structures of the brain
(Stawarczyk et al. 2019). This includes the default network and,
in particular, posterior cingulate cortex as well as medial
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prefrontal cortex, which is in agreement with the results discussed
above (Wang et al. 2018). Recruitment of these event representa-
tions has been found independent of sensory modalities, stressing
their abstract nature (Zadbood et al. 2017). Furthermore, compre-
hension of different script-based stories leads to distinct sequen-
tial schematic event patterns (Baldassano et al. 2018).

Overall, there is now substantial evidence showing an overlap
in brain activation for abstract and concrete concepts, not only for
actions (Desai et al. 2018). We focused here on actions and how
mental simulation provides a general inference mechanism across
levels of abstraction, either through recruiting detailed sensorimo-
tor representation or through relying on schematic simulation.
(As a further example, Chwilla & Kolk [2005] showed a priming
effect for words that are related only through a shared schematic
situation, suggesting that a schematic simulation can facilitate
more efficient access of information for abstract information.)
In particular, we reviewed results that show, first, how embodied
representations are differentially recruited in language compre-
hension of abstract content, and, second, how this is comple-
mented by the recruitment of more abstract schematic action
structures that are engaged in mental simulation and that support
abstract inferences. This broader view of mental simulation con-
trasts with the authors’ view of the limitations of a simulation-
based account.

A modern materialist approach to
abstraction, concreteness, and
explanation in cognition
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Abstract

Although endorsing the authors’ concentration on the issue of
abstraction, I critique (a) the philosophical nature of their
abstract–concrete dimension, (b) their view of the brain–world
barrier, and (c) their implicit positivist one-way hierarchy that
has abstraction as the goal.

We cannot make a statement or an experimental manipulation
without abstracting. Therefore, Gilead et al.’s focus on abstraction
is welcome; as is their replacing the old empiricist individual –
passively waiting to interpret incoming data – with the predicting
subject. However, much remains of the old positivism.
Explanatory theorizing in cognitive science is best served by a
modern materialist approach with a fuller picture of abstraction
and of universals.

The authors posit entities that are exclusively one kind of uni-
versal. They are all “abstract universals.” For materialists,
“abstract” means “sparsely connected” and “concrete” means
“densely/widely connected.” It is a continuum, in a monist world-
view. An abstract universal (e.g., “verb,” “script,” and “episode”)

captures that which is similar between many entities. Beyond
that similarity, it is relatively contentless. Reliance solely on
abstract universals entails describing and redefining ordered rela-
tions between such entities. It necessarily leads to endless nota-
tional variants, as the authors’ review shows, and eventually to
each abstract universal being defeated by new data.
Nevertheless, such universals provide a necessary initial traction
on a domain. They may play a later theoretical role in conjunction
with a second type of universal.

A concrete universal (the term is originally from Hegel, but cf.
Vico’s “imaginative universal,” Goethe’s “Ur-phänomen,” and
Vygotsky’s “unit of analysis”) is something material that speaks
to and mediates everything else in the domain being studied
(Shillcock 2014). Unifying other entities is the classic definition
of a universal. Further, it behaves in a way that characterizes the
whole domain. (Indeed, it is one approach to defining a domain.)
It is the explanatory essence that provides us with the best under-
standing of the totality of the domain. For example, in explaining
how cells come together to create the domain of bodily anatomy,
the stem cell would be the relevant concrete universal: It is a cell
like other cells but – given the necessary conditions – leads us to
the totality of the domain. What might be the relevant entity in
cognition, from neuron to hemisphere, from orienting reflex to
spoken word? One approach to identifying it is to critique
Gilead et al.’s definition of the domain.

The authors make the world–brain barrier a key division by
proposing a hierarchy from the sensorium “up” to increasingly
far removed and less specific mental entities. These “topmost”
entities are still immaterial abstract universals; in deep learning,
such topmost entities might successfully label a picture, but that
is a long way from the productive agency that characterizes
human cognition. There is a suspicion that a homunculus is lurk-
ing at the top.

The authors’ ontology reveals the conventional positivist
notion of stepwise building up, from supposedly assumptionless
“atomic” foundations, verifying each move, until the highest pro-
cessing is achieved. The human central nervous system certainly
contains hierarchical visual processing close to the sensorium,
as the authors note, but it is also characterized by enormous
recurrency (with predictive processing and the incorporation of
material artefacts being the most sophisticated aspects). In this
sense, the authors tell a conventional story concerning the rela-
tionship between the single subject’s brain and the objective out-
side world.

Philosophers have long claimed that people have “precipitated
out” the results of cognition and that these real-world artefacts are
legitimate components of cognition. We can see such “tools” in
the outside world – machines, locomotives, and words. We can
also talk about “tools” inside the brain (but not as “tools all the
way down,” which makes “tool” a less than useful abstract
universal).

A materialist analysis develops all of these arguments to claim
that the hemisphere is the relevant concrete universal in the
domain of wider cognition (Shillcock et al. 2019). A single hemi-
sphere is substantially capable of doing anything that a whole
brain can do – its activities characterize the whole domain of
the cognizing brain. Every aspect of cognition is affected by the
hemispheric divide, given the extensive lateralization and special-
ization of function unique to the human brain. An enormously
productive dialectic emerges between the “two brains in one cra-
nium” sharing the same world, and finessing any need for a
homunculus. Each hemisphere is productively predicting and
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modelling the other, effectively using the other as a tool. Such
mutual modelling ensures a unity of conscious experience.

As a second example, the foetus/infant responds to speech as
an “abstract” (sparsely connected) material entity. Speech
constituents are internalized by a variety of actions, small and
large-scale. Over time, they become more “concrete,” more
densely connected with each other and with different activities.
Specifically for English, we might trace the life of the schwa-sound
(itself a word – “a” – and a paralinguistic gesture) within each of
the subdomains of language behaviour (phonology, syllabicity,
syntax, semantics, and so on) as a promising concrete universal
that allows speakers to negotiate between old and new informa-
tion, which is the fundamental nature of spoken communication.

Selecting a candidate concrete universal in no way excludes us
from researching the characteristic activities of any other entity,
large or small. It might lead us to clarify the structure of a larger
or smaller domain, with its own characteristic processing. A con-
crete universal provides us with the deepest joint at which to carve
nature, to reveal the essential “logic” of the behaviour of the
domain. An explanatory theory requires us to be able to move dia-
lectically between a relatively simple material element playing the
critical role in the domain – the hemisphere, the schwa-sound, in
our examples – and the totality of the moving, acting cognitive
agent, the goal being to return our theorizing to that latter totality.

Abstracting reward
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Abstract

The costs of and returns from actions are varied and individually
concrete dimensions, combined in heterogeneous ways. The
many needs of the body also fluctuate. Making action selection
efficiently track some ultimate goal, whether fitness or another
utility function, itself requires representational abstraction.
Therefore, predictive brains need abstract value representations.

The target article develops a theory of abstraction largely focused
on representations of objects and states of the external world. It
argues that predictive cognition needs an account of hierarchical
representational diversity, partly to explain the human capacity to
transcend the “here and now.” So far, so good.

Although the topic is not explicitly addressed, the arguments
concerning degrees of abstraction, and the case for a hierarchy,
apply just as forcefully in the case of representations of the values
of, or predicted returns from, behaviours and actions as they do to
representations of the external world. (Gilead et al. say that their
theory is intended to apply to “mental states” including desires
and intentions, but go on to focus almost exclusively on beliefs.)
Evolved cognition, after all, and whatever you think of predictive
processing, isn’t a goal in itself, but a means to co-ordinating
behaviour with contingencies and changes in the body and
world. The actions available to an agent typically have varying

and multi-modal costs and returns. The costs include time,
energy, depletion of specific resources such as water and salt,
exposure to various risks, and the opportunity cost of forgone
actions. The returns can include hydration, the many dimensions
of nutrition, rest, safety, territory, and opportunities to mate.
There are, that is, many concrete dimensions of cost and benefit.

At the extreme of low abstraction, specific actions can be occa-
sioned by detections of specific concrete, single modality returns
or costs (e.g., dehydration, or estimated effort). At the other,
action can be selected and prioritised on the basis of wholly
abstract considerations, such as utility. In evolutionary settings,
utility can be taken to correspond to fitness, permitting economic
and decision-theoretic analyses of rational agency to be applied to
evolutionary analyses of optimality. Okasha (2013), for example,
argues that an agent that acts and chooses as if performing
Bayesian updating is rationally optimal, and hence a plausible the-
oretical target for the influence of natural selection on its dispo-
sitions and their cognitive implementation. Behavioural ecology
is methodologically committed – even if only as a regulative prin-
ciple – to the determinacy of the fitness return of all behaviour, a
view expressed in McNamara and Houston’s assertion that any
“attempt to understand behavior in terms of the evolutionary
advantage that it might confer has to find a ‘common currency’
for comparing the costs and benefits of various alternative courses
of action” (McNamara & Houston 1986, p. 358).

Cognitively useable utility representations would need to inte-
grate the various dimensions of cost and return, in ways sensitive
to relations of substitutability between the dimensions and the
ways they combine in external objects. (Individual food items,
e.g., combine various nutrients, the current value of each of
which will depend on the state of the body, and the varying
costs of getting access to the food.) Utility representations suitable
for guiding action would need to do the same for the various
capacities of the body itself, because actions are more or less sub-
stitutable with each other, and some goals achievable by more or
less large collections of different deployments of the powers of the
body. Arguably, some efficiencies in allocation can only be
achieved by relatively abstract value representations (Spurrett
2019).

It isn’t clear whether our utility representations are fully
abstract. Optimists on this question, especially some neuroecono-
mists, think there’s good evidence that humans and some non-
human animals process highly abstract utility representations
for rewards in widely varying modalities. Levy and Glimcher
(2012), for example, survey studies finding consistent neural sig-
natures of the value of monetary gains and losses, cumulative
monetary rewards, anticipation of varying monetary rewards,
expected values of uncertain monetary rewards, and discounted
value of delayed monetary rewards. More tellingly, they review
studies involving choices with at least one incentive other than
money, including consumer goods, gustatory rewards (water,
juice, and food), physical pain, and social reputation, still finding
the same general neural signature. Those who are less optimistic
point to the ways in which learning about rewards exhibits failures
of abstraction. Rolls (2013), for example, argues that Levy and
Glimcher’s evidence doesn’t decide between a situation where
there is a genuine “common currency” (fully abstract utility)
and one where different rewards compete on a “common scale”
whereas retaining important differences in their links to specific
rewards and courses of action. We’ve long known, furthermore,
that the form of conditioned behaviours is related to the reward
they deliver, for example that pigeons peck a key leading to
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water delivery with a drinking-appropriate action, whereas a key
leading to food elicits an eating peck (Jenkins & Moore 1973).

We don’t need to settle the question of whether human
value representations are fully abstract here. What matters is
that abstraction applies to costs and returns, and our value rep-
resentations are abstract to a fairly high degree. This is, further-
more, crucial for useful mental time travel (transcending the
“here and now”). If time-travel is to pay its way, as it must
have for selective processes to have designed it, it must have
contributed to the general function of cognition. That is to
say, agents transcend the here and now in order better to
determine what to do, here and now. Prospection without rea-
sonably accurate estimation of the costs and returns from the
implied courses of action, including extended chains of them,
is frivolous speculation.

The neglect of these issues in a target article with “predictive
brain” in the title is striking partly because it was in neuroeco-
nomics that the first compelling evidence of prediction-error-
based processing in natural brains was found. Even if, in the the-
oretical limit, reference to reward is replaced by talk of “hyper pri-
ors” or some other term from the predictive processing
framework, it’s still important to recognise and take account of
the ways in which abstraction is significant for reward based or
evaluative representations, and how such representations are
important for overall organismic efficiency.

A challenge for predictive coding:
Representational or experiential
diversity?

Martina G. Vilasa and Lucia Mellonia,b

aDepartment of Neuroscience, Max Planck Institute for Empirical Aesthetics,
60322 Frankfurt am Main, Germany and bDepartment of Neurology, NYU
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New York, NY 10016.
martina.vilas@ae.mpg.de martinagvilas.github.io
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Abstract

To become a unifying theory of brain function, predictive pro-
cessing (PP) must accommodate its rich representational diver-
sity. Gilead et al. claim such diversity requires a multi-process
theory, and thus is out of reach for PP, which postulates a uni-
versal canonical computation. We contend this argument and
instead propose that PP fails to account for the experiential
level of representations.

Gilead et al. propose that the brain embodies a hierarchy of
abstraction processes whose levels differ not only in what they
are representing (its inputs), but also in how they impose con-
straints in their interactions with other representations. In other
words, they propose a structured system of symbolic mental rep-
resentations that allow for various distinct algorithmic operations.
They further argue that because predictive processing (PP)

neglects the importance of symbolic processing and its functional
heterogeneity, it cannot account for the mind’s representational
diversity and combinatorial nature.

We agree with the authors that any all-encompassing theory
of brain function needs to accommodate the brain’s representa-
tional diversity. We argue, however, that in hierarchical PP this
is captured by deep and less contextualized generative models
encoded in the neural system, whose acquisition and update
are based on a unifying inferential principle (Friston et al.
2017a; Melloni et al 2019; Snyder et al. 2015). The generative
model probabilistically represents our beliefs about the hidden
states that give rise to our sensory experiences, in order to
minimize surprise (Friston et al. 2017a). Central to our point,
the model can be ascribed key characteristics that make it suit-
able to explain the mind’s representational diversity (Melloni
et al. 2019).

First, the generative model can represent the probabilities of
both discrete and continuous events (Friston et al. 2017a). In the
former case, where events in the world can be categorical (e.g.,
we can be either dead or alive but not both at the same time),
the corresponding beliefs would be represented as a probability
distribution over a finite set of states. In contrast, continuous
events (e.g., a moving object at a particular place in the visual
field) would be encoded as an analogous probability density.
The kinds of generative models suited for the higher-level abstract
representations introduced in the article, such as categories, would
thus rely on discrete states of the world that can be described with
symbolic or semantic labels.

The second relevant feature is that the generative model can be
expressed as a hierarchical Bayesian graph with nodes and edges,
where the nodes represent the hidden states and the connections
stand for the conditional dependencies between them (Friston
et al. 2017a). In this context, the network structure of the hierar-
chy of abstractions postulated by Gilead et al. can be accounted
for.

Third, the generative model can be a deep temporal nested
hierarchy (Friston et al. 2018) allowing mental simulation of
possible future states during decision making (i.e., mental
time travel). This third property also gives the neural system
the capability of making predictions at multiple scales of
abstraction.

Finally, the generative model can take a factorial form, in
which diverse causes are represented as independent and separate
states that can be brought together (e.g., through convergent con-
nectivity) to explain the sensory input at hand and/or produce a
new representational outcome (Friston & Buzsáki 2016). An
advantage of factorizing the generative model is to reduce combi-
natorial complexity, as the system does not need to explicitly code
for all possible combinations of states. For instance, a visual event
can contain any arbitrary combination of objects (a “what” attri-
bute), their location (“where”), and a timestamp (“when”). The
brain could factorize those attributes such that they can be put
together to represent every possible event (Auksztulewicz et al.
2018; Friston & Buzsáki 2016). A similar scheme can be devised
for the case of higher-order representations, in which predicators
and other abstracta could be separately represented in the graph,
and the result of their combination can be obtained via conver-
gence of the associated nodes.

All in all, if we take the described properties into account, it
becomes evident that the generative model can place structural
constraints that impact the kind of neuronal computations
allowed by the representational system (Melloni et al. 2019).
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How this structure is acquired and implemented in the brain,
however, remains a question to be addressed (the structure learn-
ing problem, see Griffiths et al. 2010; Melloni et al. 2019).
Regardless, it can still be argued that PP, at the computational
level, can accommodate symbolic representations: these are
embedded in the generative model.

But, is the account of the representational diversity enough
for PP to become a unifying theory of the brain? We argue
that this is not the case, as PP still neglects the mind’s diversity
at the experiential level. The theory fails to explain why and how
the processing of different representations “feels” the way they
do. In our daily life, clear-cut qualia discontinuities appear
between modality-specific representations that differ in their
sensory input. For example, “seeing” a dog does not evoke the
same subjective experience than “hearing” it barking. How this
experiential distinction can be explained in terms of neural pro-
cessing is ignored by current PP theories. Along the same lines,
PP fails to differentiate between conscious and unconscious
events. A hierarchy of abstract representations is also evident
in the case of unconscious predictions carried out automatically
during perception, like pattern completion processes
(Schwiedrzik & Freiwald 2017). Why those automatic predic-
tions do not reach consciousness is not yet articulated by PP.
To state the problem in broader terms, why certain processes
are accompanied by consciousness and others are not, how dif-
ferences in qualia translate to differences at the neural process-
ing level, and how subjective experience arises from neural
signals, is currently not spelled out by PP models. Of note,
diversity at the experiential level cannot be tackled by mapping
different qualia to distinct cortical areas or brain networks. A
map by itself does not explain why or how experiential diversity
comes about (Poeppel 2012).

To conclude, although we agree with the authors that the
mind’s representational diversity imposes challenges to PP,
we propose that it is at the level of the experience that PP
fails, and not at the level of the functional diversity, which
is within reach of the hierarchical and deep temporal genera-
tive models.

The role of sleep in the formation
and updating of abstract
mental representations
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Abstract

According to Gilead and colleagues, to be efficient abstraction
requires a hierarchical organization of information into long-
term memory. But, how and when are abstract representations

consolidated into long-term memory and how are they inte-
grated with pre-existing abstracta are questions not discussed
by Gilead and colleagues. Here, we propose that these processes
occur preferentially during offline periods such as sleep.

We agree with Gilead et al. on the necessity of a hierarchical orga-
nization of abstract representations in long-term memory (LTM)
for the efficient construction of new mental representations.
Although this aspect is merely mentioned in the target article,
it is closely related to a core assumption of predictive brain theo-
ries. Specifically, as a predictive machine, the brain should encode
new information by “explaining away” discrepancies between
incoming signals and top-down predictions based on prior
knowledge (internal models) acquired in the past (Clark 2013).
Then, discrepancies can be used as bottom-up error signals to
update internal models. It follows that a deeper integration
between Gilead and colleagues’ conceptualization and the predic-
tive brain framework requires to specify abstractions in terms of
updated representations of previously stored abstractions.
Moreover, new abstractions need then to be consolidated and
integrated into the complex and hierarchically structured repre-
sentations stored in LTM to be used for future acts of abstraction.

Based on these theoretical considerations, we want to highlight
the importance of making a distinction between online and offline
abstraction processes. Online abstractions can be seen as short-
term inferential processes that, similarly to the ones mainly
described in the target article, lead to new (updated) mental rep-
resentations by integrating evidence – whose content is driven by
ongoing internal/external experience – with prior abstractions
retrieved from LTM. The short-term status of online abstractions
is fundamental to avoid the simple “hoarding” of representations
in LTM, which would lead to a not efficient organization of inter-
nal models. Conversely, efficient integration of new representa-
tions with pre-existing abstracta requires a deep reorganization
of pre-existing representations to maintain coherence in such
internal models and to ensure their predictive power by prevent-
ing redundancy and overfitting (Pezzulo et al. 2017). Therefore,
some key questions not discussed by Gilead and colleagues
need to be addressed: How and when are abstract representations
consolidated into long-term memory? And how are they inte-
grated with pre-existing abstracta? Here, we posit that the com-
plexity of such reorganization requires offline acts of abstraction
during which the brain – decoupled from ongoing experience
and in the absence of new evidence – recursively generates and
evaluates inferential updates to improve the hierarchical organiza-
tion of the internal models (Pezzulo et al. 2017). Grounding on
compelling evidence that has emerged in the past two decades
about the active role of sleep in (i) consolidating spatial, episodic,
and semantic memories (Rasch & Born 2013), (ii) facilitating the
extraction of statistical regularities, gist, and overarching rules
(Stickgold & Walker 2013), and (iii) supporting the formation
of internal predictive models (Lutz et al. 2018), sleep appears to
be the ideal status where offline abstraction processes may take
place.

More intriguingly, we propose that the sequential interplay
between non-rapid eye movement (NREM) and REM sleep,
which iteratively interleaves in 90-min cycles during nocturnal
sleep, may be critical for the development of the representational
hierarchy proposed by Gilead and colleagues by promoting both
the consolidation and the updating (reorganization) of these
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internal models (Ballesio & Cellini 2019). Indeed, NREM and
REM sleep show very different patterns of brain activity, which
likely support complementary functions in structuring, consoli-
dating, updating, and minimizing the complexity of internal mod-
els (Hobson & Friston 2012). In particular, NREM sleep may
promote an initial consolidation of newly encoded information
into pre-existing memories that are coherent with, and supportive
of, our prior beliefs and knowledge (Oudiette & Paller 2013).
Compelling evidence indicates that in NREM2 and NREM3 the
hippocampus controls neural replay in the cortex ensuring that
memories related to a prior representation are replayed concur-
rently (Klinzing et al. 2019). This overlapping replay seems to
lead to the abstraction of shared properties although redundant
information is pruned (Feld & Born 2017; Lewis et al. 2018;
Stickgold & Walker 2013). Once coded in the neocortex during
NREM sleep, such representations might serve then, as concreta
for further abstraction processes during REM sleep. Indeed, dur-
ing REM a reduced hippocampal input to neocortex is coupled
with a massive neural activity (driven by ponto-geniculo-occipital
waves) that can randomly activate cortical representations. This
highly active state might allow scanning memories to find mean-
ingful regularities between events, and to generate and strengthen
new abstractions between both cortical representations activated
during the NREM and other, apparently not related, representa-
tions (Lewis et al. 2018; Llewellyn 2016). Moreover, it has been
proposed that during REM the sleeping brain tends to simulate
and rehearse fictive scenarios to produce prediction errors and,
therefore, refine (i.e., update) the internal models before the
next wakefulness (Friston et al. 2017b; Hobson et al. 2014).

Finally, we believe the different nature of neural activity pat-
terns and associated cognitive processes observed during NREM
and REM sleep may support the qualitative distinction between
regular abstracta and predicators. According to Gilead and col-
leagues, regular abstracta can be seen as saturated representations
that arise from regularity and/or shared properties between con-
creta. Conversely, predicators are unsaturated entities that behave
like functions to create new associations between representations.
This distinction emerges also in the abstraction processes
described above. Indeed, during NREM abstractions emerge
from the overlap of shared properties between representations,
whereas in REM new associations between representations are
instantiated. Therefore, beyond the qualitative difference between
abstract representations, we propose that future studies may take
advantage of investigating qualitative differences in abstraction
processes such as those promoted by the different physiology
and neural mechanisms that the brain experiences in NREM
and REM sleep.

In sum, we believe that differentiating between online and off-
line (particularly sleeping) abstraction processes is fundamental
for understanding how the representational hierarchy proposed
in the target article is built up and optimized for prediction.
Moreover, based on the different neural activities observed in
NREM and REM sleep, we suggest that the identification of qual-
itative different abstraction processes (beyond the qualitative dif-
ference in representations) will offer a key to unveil the
representational bases of cognition.
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Abstract

Although many simulations draw upon only one level of abstrac-
tion, the process for generating rich simulations requires a
dynamic interplay between abstract and concrete knowledge. A
complete model of simulation must account for a mind and
brain that can bridge the perceptual with the conceptual, the epi-
sodic with the semantic, and the concrete with the abstract.

Gilead and colleagues operationalize abstraction as a spectrum
from the concrete and modality based, to the intermediate
and multimodal, to the most abstract and theory-like. This
aligns with earlier work on the spectrum of representations
that people draw upon, from episodic to semantic (Tulving
1972), or from model-free to model-based (Gershman & Daw
2017). Gilead et al. further suggest that higher-level abstractions
are representationally and neurally distinct from lower-level
ones, and that different types of mental travels rely on different
levels of this abstraction spectrum. Specifically, Gilead et al.
limit simulation to more concrete representations. This formu-
lation successfully captures some cases of prospection. For
example, it accurately predicts that people will rely on abstract
and theory-based sources in order to mentally travel to distal
events (e.g., events in the far future, or about dissimilar others)
and more concrete sources for proximal events (e.g., events in
the near future, or about similar and familiar others).
However, this formulation, like much prior work on simulation,
underspecifies the dynamic ways in which different levels of
abstraction interact during simulation. We propose that simula-
tion requires agents to bridge representations at multiple levels
of abstraction, in a dynamic interplay between abstract and con-
crete knowledge.

Higher-level abstracta scaffold lower-level ones, across multiple
domains. During visual perception, category cues shape percep-
tual expectations (Gandolfo & Downing 2019). During social per-
ception, the structure of emotion concepts shapes the perception
of emotion in faces (Brooks & Freeman 2018; Brooks et al. 2019).
During simulation, abstracta such as event knowledge and personal
semantics (Renoult et al. 2012) shape which specific, concrete
details people will use to fill in the blanks (Conway & Pleydell-
Pearce 2000; D’Argembeau & Mathy 2011). This suggests that
abstract and semantic knowledge support episodic simulation.

To test this perspective, our lab studied individuals who excel at
simulation: creative experts. Most people produce distal simula-
tions with highly abstract, schematic content, as predicted by
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Gilead et al. However, creative experts continue to generate rich,
vivid, detailed simulations even about very distal events. How do
they do so? We find that during distal simulations, creative experts
preferentially recruit the dorsomedial subsystem of the default
mode network (Meyer et al. 2019), a network associated with
semantic knowledge and high-level construals (Baetens et al.
2014; Binder et al. 2009; Fairhall & Caramazza 2013; Gilead et al.
2014; Simony et al. 2016; Spunt et al. 2016); both groups recruit
the medial temporal subsystem, associated with episodic detail,
to the same extent. This suggests that creative experts are able to
generate vivid and concrete distal events by harnessing abstract
knowledge. In fact, the system that organizes abstract information
may facilitate creative ability: semantic memory organization in
creative experts is less hierarchical than in typical thinkers
(Kenett et al. 2014; Mednick 1962). Together, these findings sug-
gest that successful simulation requires the ability to flexibly inte-
grate abstract knowledge with concrete representations.

Not only do abstract representations shape concrete ones, con-
crete representations also shape abstract ones. Abstracta are not
stable knowledge stores; they are dynamic, probabilistic distribu-
tions over concreta (Griffiths et al. 2012). Abstracta shift as the
availability of concreta ebbs and flows. This has been demon-
strated across different domains of cognition. During decision
making, an incidental reminder of a single past reward episode
biases decisions away from abstract summary reward values
(Bornstein et al. 2017). During impression formation, people’s
general impression of others’ moral character rapidly updates
after observing a single new moral act (Siegel et al. 2018).
During trait judgments, people retrieve behavioral exemplars in
order to estimate new traits in the absence of pre-existing trait
representations (Klein et al. 1992; Markus 1977). During sponta-
neous thought, concrete perceptual thoughts cue subsequent
abstract thoughts (Bar et al. 2007; Klinger 2013; Mildner &
Tamir 2019; Northoff 2018). Finally, during event simulation,
heightened access to specific, concrete details shifts people’s eval-
uation of abstract event features such as valence (Jing et al. 2017;
Madore et al. 2019). Thus, concrete representations alter existing
abstract representations, and can even be used to generate new
ones on the fly.

When the ability to successfully bridge abstract knowledge
with concrete knowledge is impaired, distal simulation is unsuc-
cessful. For example, patients with depression show deficits in
retrieving concrete, specific details of positive episodic memories
(Williams & Scott 1988). These patients also show deficits in
updating negative abstract representations from new, concrete
instances to the contrary (Korn et al. 2014), and in producing
vivid prospections about future positive events (Gamble et al.
2019). These patients have access to abstract knowledge, but with-
out concrete details, they are stymied in their attempts to simulate
successfully. In contrast, patients with deficits in semantic mem-
ory have access to concrete episodic details (Irish & Piguet 2013).
Yet, these patients likewise struggle to simulate novel events.
Instead, they tend to simply recall past events when asked to
imagine a future event (Irish et al. 2012). These patients have
access to concrete details, but, without abstract knowledge, they
fail to recombine these details into novel simulations (Irish &
Piguet 2013). Together, these findings suggest that successful pro-
spection relies on the flexible interplay between abstract and con-
crete representations.

Although some simulations draw upon only one level of
abstraction, as Gilead et al. propose, rich simulations often require
a dynamic interplay between multiple levels of abstraction.

Abstract representations guide the search for detailed concrete
representations, and concrete representations are used to con-
struct abstract representations. From this perspective, we interpret
the overlapping brain regions associated with semantic cognition
and prospection as a manifestation of such reciprocal, dynamic
processes. We hope future research will build toward a more com-
plete model of simulation, one that can accommodate a mind that
dynamically bridges the perceptual with the conceptual, the epi-
sodic with the semantic, and the concrete with the abstract.
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Abstract

The commentaries address our view of abstraction, our ontology
of abstract entities, and our account of predictive cognition as
relying on relatively concrete simulation or relatively abstract
theory-based inference. These responses revisit classic questions
concerning mental representation and abstraction in the context
of current models of predictive cognition. The counter arguments
to our article echo: constructivist theories of knowledge, “neat”
approaches in artificial intelligence and decision theory, neo-
empiricist models of concepts, and externalist views of cognition.
We offer several empirical predictions that address points of con-
tention and that highlight the generative potential of our model.

We were fortunate to receive numerous enlightening commentar-
ies from a broad spectrum of researchers in social, cognitive, and
developmental psychology, philosophy, neuroscience, and artifi-
cial intelligence. The commentaries revisit some of the classic
debates concerning mental representation and abstraction and
inform current models of predictive cognition. Below, we respond
to the central issues raised by the commentators.

R1. “Neats” and “Scruffies”

Several commentators (e.g., Fields & Glazebrook; Davis,
Altmann, & Yee (Davis et al.)) oppose the necessity for the dis-
tinctions we make between (supposedly) different representa-
tional entities. Such commentaries echo the classic debate in
cognitive science between “Neats” and “Scruffies” (see Schank &
Abelson, in Clark 2013; Marcus 2009).

For example, Fields & Glazebook believe that it would be pos-
sible to find “a single computational architecture (that) works…
at every useful level of analysis.” Such models would have “the
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advantage of being rigorously testable at every experimentally-acces-
sible level of analysis, from those of basic physics, intracellular, and
cellular processes up to the whole-organism scale and beyond.” As
examples for such “master algorithms,” they mention Karl Friston’s
Active Inference Theory and their own “Chu space” model.

Undoubtedly, the idea of a “theory of everything” is attractive,
if tenable. However, the suggestion that the same science can
apply to every level of analysis – from physics to cellular pro-
cesses, to whole organisms and societies – is an extraordinary
claim that would require extraordinary evidence. If a universal
model can be used to predict hurricanes and anticipate wars,
then it could be argued that specific models in different sciences
may become redundant. In the meantime, each of the sciences still
requires its own models (e.g., political science models for predic-
tion of war, biological models for prediction of cancer, and so on).
All in all, we believe that sciences have progressed, and have done
so without a theory of everything.

Furthermore, we believe that general and specific theories need
to complement each other to provide humans with an under-
standing of their world. A good analogy is the Darwinian theory
of evolution that provides a “neat” overarching framework for the
understanding of life, and fully accommodates the “scruffier”
world of genetics. It is the synthesis between these two lines of
research that provided a real understanding of biological life. It
appears that our position does not differ from that of Friston,
whose Active Inference Theory is cited by Fields & Glazebook
as the prime example of scale-free models. As Friston notes:

The generative model is important because most of the heavy lifting – in
terms of understanding structure–function relationships in the brain –
rests on its form. In other words, if one knows the generative model,
model inversion can be cast in terms of the Bayesian brain hypothesis
(in a normative sense) (Doya 2007; Knill & Pouget 2004) or combined
with standard inversion schemes to generate neuronal processes theories
about computational brain architectures and neuronal message passing
(Friston et al. 2017c).

In other words, although broad “scale-free” theories such as
Active Inference Theory (and like evolutionary theory) may
describe universal principles of biological entities, they are still
“unsaturated,” and their application to a given domain requires
filling in many “scruffy” details. A full understanding of cognition
will entail having an accurate picture of different generative mod-
els (i.e., representational entities) used by the brain, as well as its
overarching organizing principles.

Importantly, understanding the universal principles that gov-
ern a system does not tell us all there is to know about the system.
The system will be influenced by random, as well as systematic
factors, and by forces that are external to it. For example, the the-
ory of evolution does not entail that there should be lions and
giraffes in the world. Nonetheless, these specific implementations
of the evolutionary algorithm (e.g., the existence of giraffes) are
indispensable to our understanding of that which exists in our
world.

R2. Filling in the blanks

Ironically, our criticism that overly-broad models are insufficient
to account for the richness of cognition has been directed against
our own account.

Fiedler suggests that our model does not sufficiently discuss
how behavior is determined by extra-cognitive factors, namely,

how the structure of the world shapes psychological phenomena.
For example, if in one’s experience, people who are similar to us
occupy more spatially proximal places than people who are differ-
ent than us, one should see various effects on human behavior
that reflect this association between social distance and spatial dis-
tance. An explanation of this association may not require a
lengthy discussion of humans’ motivations and neural mecha-
nisms. Instead, this phenomenon may be well-explained by the
analysis of statistical regularities of the environment to which
they were exposed.

We agree that distance-to-distance associations can be found
in one’s environment. We think, however, that the association
between distance and abstraction may have a different status.
The variability and uncertainty that come with increased distance
necessitate abstract mental representations in an individual’s
mind only if she seeks to travel the distance whereas still predict-
ing events in the new environment. To use Fiedler’s example, the
fact that a map that represents a larger area (e.g., a continent
rather than a neighborhood) would have cruder resolution is dic-
tated by constraints on the usefulness of this map for a traveler,
rather than being a physical necessity. Therefore, we agree that
objects at a greater distance entail greater uncertainty, and we
think that this regularity gives rise to a stable intrapsychic link
between construal and distance.

Indeed, our account takes an intrapsychic perspective of
human psychology. However, this does not mean that we (or
the predictive cognition view more broadly) ignore the structure
of the world. Instead, it means that biologically inspired accounts
of human psychology choose to focus on ecologies within which
we were embedded for the longer timescales. The long neck of the
Giraffe is an imprint of its environment over evolutionary time-
scales. Similarly, the representational structures we discuss are a
reflection of the ecology that has impinged upon our mind and
brain.

This point is also highlighted in the commentary by Friston,
which discusses how the “factorization” of the mind into different
representational types is a consequence of the structure of the
world. As Friston writes: “knowing what something is, does not
tell you where it is and vice versa. This (conditional) indepen-
dence is manifest beautifully, in terms of the functional anatomy
of the dorsal and ventral streams in the brain.”

Indeed, the distinction between modality-specific, multi-
modal, and categorical abstracta can be thought of in terms of
the world rather than the mind.

Modality-specific visual representations are an adaptation to
the fact that objects in the world reflect light at various frequen-
cies. An organism living in a world of complete darkness for sev-
eral millennia may lose the functionality of V1 and eventually
may even lose the need for eyes altogether. Multi-modal represen-
tations are a function of the statistical regularities embedded in
the world. The location of objects in space and time is not ran-
dom, because things that are closer in time are also closer in
space. An organism living in a world wherein light shines for
only a few seconds every several minutes will not develop sophis-
ticated mechanisms for binding visual sensations. Finally, a sys-
tem for categorical representation probably would not have
evolved if proto-humans did not have an anatomy that allowed
them talk to each other.

Surely, aside from the stable characterizations of our ecology,
there are aspects of the world that influence the way we represent
it – without entailing any changes in neuroanatomy. When a psy-
chologist is confronted with a specific behavior, it is undoubtedly
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essential to consider the degree to which this behavior is well-
explained by factors that are external to humans’ internal makeup.

Similarly to Fiedler, Demetriou suggests that our model
misses out on some crucial details. He sees deficiencies in that
that we do not provide: (i) a mechanistic description of the pro-
cess of abstraction, (ii) a detailed developmental theory of the
emergence of different mental travel capacities, and (iii) an
account of individual differences in abstraction and mental travel.

We agree with Demetriou that the model we describe leaves
these crucial questions open. However, we see this as a question
of scope, rather than an inherent limitation. We think that our
framework has the potential to consolidate further ideas and find-
ings in different areas of investigation, such as those highlighted
by Demetriou. For instance, although our account does not pro-
vide a detailed mechanistic model of the act of abstraction, it pro-
vides a framework for such details to be filled in. As we suggest in
the manuscript, the broad principles we outline take different
forms in different modalities.

Scharinger’s comment fills some of these missing specifica-
tions by explaining how the hierarchical nature of representations
is expressed in the domain of sound and speech. His analysis fur-
ther highlights how a hierarchy of abstractness is an omnipresent
regularity of cognition rather than a feature of a specific system
(e.g., the visual system).

Furthermore, as noted by Demetriou, our account does not
provide a detailed developmental trajectory of the emergence of
different aspects of mental travel. The commentary by O’Brien,
Rutt, & Atance begins to fill in these details by describing current
evidence about children’s ability to traverse different dimensions
of psychological distance and highlights future efforts to connect
these data with children’s emerging representational capacities. As
they note: “The results of such efforts may not fundamentally
contradict Gilead et al.’s claims, but may instead add richness
and precision to an account of how humans develop the remark-
able capacity for mental travel.”

Finally, as noted by Demetriou, our account does not provide
a discussion of individual differences. The commentary by
Belmonte highlights how the model is consistent with observa-
tions concerning variability in autistic traits, and how the rele-
vance of our model to this literature can be empirically tested.

Belmonte’s compelling theory of autism coheres with our view
of representational hierarchy and its role in prediction. This
account explains how many of the cognitive impairments
observed in autistic individuals (e.g., inability to understand the
minds of others, to consider temporally distant outcomes of
one’s behaviors, and to deal with uncertainty) can be thought
of as deficiencies in mental travel, which in turn, can result
from autistic individuals’ over-reliance on modality-specific rep-
resentations, rather than multi-modal and categorical abstracta
(which is evident, e.g., in autistic individuals’ preference for pro-
cessing modality-specific relationships, described in the research
on the “systemizing” phenotype). Belmonte’s account addresses
the emotional burden of being unable to predict the world and
the futility of trying to find structure in a world of constant
change using low-level, concrete mental representations.

Belmonte also suggests new predictions of this account linking
abstraction, prediction, and autism. One interesting ramification
of this link between our model and Belmonte’s may relate to a
better understanding of the diversity of autism. It is often argued
that autism is, in fact, a collection of disorders; however, the
underlying endophenotypes that give rise to different manifesta-
tions of autism are difficult to identify without a generative theory

of this disorder. If it is indeed the case that autism is related to
over-reliance on concrete representation, it is possible to ask,
for example, whether some autistic individuals overly rely on
multi-modal abstracta (but have difficulties with forming and
using categorical abstracta) and whether other autistic individuals
cannot even rely on multi-modal abstracta in processing the
world. Such research may be able to relate behavioral phenotyping
to the neuroscientific phenotyping of modality-specific areas of
the brain, the default network, and frontotemporal regions sup-
posedly involved in categorical abstracta.

R3. Can Predictive Processing accommodate abstract
cognition?

Our paper explores the potential role of abstract (including sym-
bolic) mental representations in predictive cognition. As we dis-
cuss in the article, one of the most prominent perspectives in
the predictive brain literature is the so-called Predictive
Processing (PP) approach. Several authors have responded to
the target article by assessing the extent to which the representa-
tional ontology we describe is (or can be) consistent with PP.

Litwin & Milkowski present a critical perspective on the PP
approach to psychiatric illness. They suggest that our account –
that highlights the importance of structured representations – is
at odds with the connectionism-inspired PP paradigm.

The question of whether and how our approach can be made
compatible with the PP approach is somewhat tricky because
there is diversity in PP models. In many cases, the exact theoret-
ical commitments of the different models (e.g., active inference/
predictive coding/the Bayesian brain) diverge. Active Inference
Theory, which is the predominant account in the PP world, is a
broad framework that accommodates many concrete “process
models” of cognitive architecture and neuroanatomical imple-
mentation. Some of these process models deny the existence of
structural representations of the kind we assume, and as such,
are radically inconsistent with our view. Others are probably
entirely consistent with our model.

Surely, as noted by Litwin & Milkowski, many PP process
models of psychiatric illness describe a world that does not
provide a place for the representations we posit in our ontol-
ogy. This argument is actually the main point we tried to
make in our discussion of the relevance of our model to PP
theories. We echoed the standard psychological view of psycho-
pathology, which assumes that abstract, structured representa-
tions of the self and others have a critical role in mental
illness. Furthermore, the standard account posits that altering
these representations via language-mediated processes reduces
distress. Such high-level processes are not part of PP process
models of psychiatric illness. Nonetheless, we suggested that
abstract cognition must play a role in disease, and if that is
the case, then something is missing from the PP literature on
the topic.

PP models of psychiatric illness can, in principle, integrate
abstract cognition into their “factorized” system of generative
models. Indeed, as noted in the response by Friston, whereas
the simplest PP process models may not be able to account for
the brain’s representational diversity, more sophisticated schemes
of variational message passing may be fully congruent with a sym-
bolic representational view. In our discussion of the Robot Herbie,
we tried to appeal to such a formulation wherein PP models and
symbolic architectures can co-exist.
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More broadly, unlike Litwin & Milkowski, we do think that
our model coheres with (what we see as) the fundamental tenets
of Active Inference Theory. Specifically, our account agrees with
PP models regarding the crucial role of generative models/repre-
sentations, the componential and hierarchical nature of these
models (i.e., their “factorization”), and the idea that these mod-
els serve one ultimate purpose: to anticipate events – from per-
ceptions to complex social behaviors – before they occur.

The potential ability of PP-inspired process models to accom-
modate higher cognition is also addressed in the response of Vilas
& Melloni. However, Vilas and Melloni’s account, similarly to
Litwin & Milkowski’s response, presents a critical analysis of
PP, and specifically, criticizes the ability of this framework to
explain the phenomenon of consciousness. Villas and Melloni
argue that aside from its representational diversity, the mind
also exhibits phenomenological diversity (e.g., the sense of con-
sciousness differs from that of unconsciousness); they suggest
that this diversity is not captured by explicating different types
of mental representations, or by describing the process of active
inference.

However, the response of Friston to our target article does
address the emergence of phenomenology, as the consequence
of active inference processes upon complex representations. As
he notes:

The premise of Gilead et al. rests upon integrating influential theories in
the “predictive brain camp” with “prospection (or future oriented mental
time travel).” This is a big move because it entails generative models of
dynamics, narratives or trajectories – with representations of the past
and future. In turn, this enables the representation of states that have
not yet been realised. These states undergird “simulation of future events”
(intro., para. 4) and a sense of agency. In other words, the notion of a
model that can “generate a representation that models the specific prob-
lem at hand” (sect. 3.1, para. 3) is exactly a generative model of the future,
with “my” action as a latent state that has to be inferred.

In other words, according to Friston’s theory, the sense of
agency and the act of mental travel are intertwined; moreover,
this account implies that the extent of a sense of agency may relate
to the extent of mental travel. Namely, asking “what is likely to be
out there” is associated with a lower sense of agency than asking
“what is likely out there given what is likely that I will do,” and
“what is likely to be out there given what is likely that I will do,
given what is likely to be out there …” and so on.

This conceptualization may address a crucial requirement for a
scientific theory of consciousness, namely, an explanation of the
mechanisms that should give rise to the phenomenology of
being an agent in the world (or not). According to Friston, the
demarcation of a sense of consciousness may be treated as a con-
tinuous variable that pertains to the “temporal thickness” of the
generated model. Moreover, the neural correlates of consciousness
may be evaluated once some measure of the temporal extent of
acts of mental travel is considered. This reasoning suggests that
studying the process of mental travel will be crucial for studying
the biological basis of consciousness. As noted, we argue that
understanding the biological basis of mental travel relies on a
clear understanding of different representational bases that sub-
serve it.

Undoubtedly, much further research is needed to identify
whether the principles of PP indeed extend to the domain of
higher-order cognition and conceptual thought. Petro &
Muckli describe possible routes by which to achieve this goal.

Specifically, they highlight how high-resolution laminar fMRI,
used in conjunction with machine-learning methods, can be
used to go beyond the coarse anatomical characterization we
describe, and provide a higher-resolution analysis of predictive
processes at the cortical levels. They suggest focusing on the pro-
cess of mental imagery as a potential central paradigm for study-
ing conceptual processes and reconciling them with what is
already known regarding perceptual processes of predictive cogni-
tion. The methodological advances highlighted in Petro and
Muckli’s response provide an exciting avenue for future research.

Another example of the potential usefulness of the integration
we proposed relates to the commentary of Deręgowski & Tatler.
As noted in the manuscript, predictive cognition approaches
suppose that before we engage with the world, we already have
a representation of how we expect it to be. Bayesian formulations
of PP posit that these prior representations are empirical priors,
namely, grounded on what we have previously learned.
However, Deręgowski & Tatler ask how can such a claim be rec-
onciled with research on perceptual illusions. For example, people
who move around in the Ames room illusion seem to be changing
their size. The prediction that people can spontaneously shrink
does not seem to reflect our empirical priors, which appears to
be a problem for predictive cognition theories of perception.

We think that our model of abstraction and prediction can
help explain the supposed contradiction raised by Deręgowski
and Tatler. Our account highlights the plurality of mental repre-
sentations/models that are used by predictive cognition; more-
over, it is a constructivist account, in the sense that it highlights
that prediction (or more broadly, mental travel) entails forming
a specific target representation from a multitude of source repre-
sentations – which is an act of abstraction in and of itself.
Abstraction, as we conceive it, is a judgment about which dimen-
sions are relevant (and which are not) in a specific context.

When a constructivist perspective is applied to the Ames room
illusion, it becomes more apparent that there are likely multiple
dimensions and possible interpretations in the visual scene.
Indeed, the hypothesis that individuals can shrink and grow is
an unlikely one, but similarly, the hypothesis that the room is a
trapezoid (as is the case in this illusion) is likewise unsupported
by past experiences. Although humans don’t shrink, things can
shrink (after all, some objects, such as balloons and Antman do
indeed shrink). In other words, it may be the case that when
two unlikely hypotheses are entertained, individuals try to find
meaning by generating a more abstract construal (i.e., “things
shrink”) that can accommodate the data. Although people haven’t
encountered shrinking people and trapezoid rooms, they may
have encountered more shrinking things than trapezoid things.

R4. Are multi-modal abstracta indeed distinct from
modality-specific abstracta?

A common criticism leveled against our model pertains to our
claim that multi-modal abstracta and categories are functionally
and neuroanatomically distinct from modality-specific abstracta.
Namely, criticism that comes from proponents of embodied cog-
nition. This view was echoed, at least to some extent, in the
response of Schilling, Chang, Rohlfing, & Spranger (Schilling
et al.); Borghi & Tummolini; Davis et al.; and Pazzaglia &
Leemhuis.

The relevant question here is that: Are there mental represen-
tations that do not necessarily involve modality-specific
properties?
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We argued that the answer to this question is a clear yes. We
do not negate the existence of modality-specific representations
and their importance – we only claim that there are mental rep-
resentations that are abstracted away from their modality-specific
origins. As such, an affirmative answer to the question above is
quite easy to defend.

This conclusion can be justified based on conceptual analyses
that date back to Kant, but psychologists such as us are better
equipped to illustrate the empirical case.

As we note in the manuscript, there is ample evidence that: (i)
a large part of the brain (i.e., the default mode network, including
the left inferior frontal gyrus, angular gyrus, lateral temporal cor-
tex, and anterior temporal lobe) plays a critical role in conceptual
processing; (ii) these regions treat modality-specific representa-
tions of a given concept as substitutable (e.g., they respond simi-
larly to the concept “dog” regardless of whether the participant is
presented with the sound of a bark or the image of a dog’s tail).
Namely, they do not subserve a specific modality such as sight or
sound.

To the best of our knowledge, these empirical findings are not
disputed by those who endorse the embodied cognition view. A
potential point of contention is whether these regions should be
considered as subserving multi-modal representations.
Alternatively, they could be thought of as a “hub” that bind
together modality-specific representation (e.g., Rogers &
McClelland 2004), or, perhaps more precisely – merely as a
“switchboard” between the modality-specific cortex, where the
“real action” of semantic cognition takes place.

We construe multi-modal abstracta as entities whose concreta
are modality-specific abstracta. As such, these abstracta indeed
have “switchboard” capacities. However, we argue that they con-
stitute a distinct representational layer – upon which categorical
abstracta are instantiated. This distinction may seem to some as
being irrelevant, but it is not. The difference between our view
and the “switchboard” view is that we contend that the processing
of non-perceptual information (e.g., “what is the capital of
Norway?”) does not require the involvement of the modality-
specific cortex. A “widely-distributed, modality-specific view” of
semantic cognition will predict the mandatory involvement of
the modality-specific representations.

This nuance is critical. If an individual subscribes to the view
that modality-specific information is sometimes activated during
conceptual processing, this does not make him/her a proponent
of the strong “widely-distributed, modality-specific view.” Thus,
the question that we need to ask is – What is the evidence that
modality-specific representations are necessarily activated during
the processing of non-perceptual concepts?

As noted by the commentators, there is ample evidence that
processing concrete language activates modality-specific regions
of the brain, which is consistent with the embodiment view.
However, this does not provide evidence for necessity. In contrast,
we think that the evidence against the necessity view is strong:

(1) As we note in the manuscript, whereas specific studies often
find involvement of sensorimotor areas of the brain in lan-
guage comprehension, meta-analyses of language compre-
hension suggest that the processing of meaning occurs
outside of the sensorimotor cortex.

We think that such a finding is difficult to reconcile with
the view that sensorimotor representations should always take
part in semantic processing. However, several commentators
(e.g., Davis et al.; Borghi & Tummolini) argue that different

concepts predominantly rely on different modalities (e.g.,
visual, auditory, and motor). In such a case, averaging neural
activity across different concepts will “wash away” modality-
specific activations. We agree that this is a viable criticism.
Better evidence against “strong embodiment” can come
from studies that examined the processing of concepts that
involve specific modalities, for example, from research on
processing of action verbs that involve motor and visual
components.

(2) Even when one carefully looks at the literature that examined
language processing of a specific modality, there is strong evi-
dence against the idea of necessity. For example, in Gilead
et al. (2013), we asked participants to read concrete and
abstract sentences in the past, present, and future tense.
The concrete sentences described manual actions that pro-
vided participants with both visual and motor information
(e.g., “He opened the door”), whereas the abstract sentences
did not involve such specific motor and visual representations
(e.g., “She respected the decision”). The comparison of con-
crete and abstract sentences yielded significant activity in
the regions identified in meta-analyses of concrete versus
abstract sentence processing (Wang et al. 2010), namely,
only in areas associated with the visual imagery such as the
fusiform gyrus. More importantly, this activation was evident
only in past- and present-tense sentences. For future tense
sentences, there was no evidence of increased activity in the
visual cortex. Our interpretation of this finding (and other
similar findings, e.g., Aravena et al. 2012; 2014; Tomasino
& Rumiati 2013; Tomasino et al. 2014) is that the involve-
ment of visual representations in the semantic task is ancil-
lary, rather than obligatory.

(3) If meta-analyses “wash away” modality-specific activations
because of their heterogeneity, we should expect that a greater
focus on a specific modality should allow for the detection of
modality-specific activations. However, the meta-analysis of
“action verb” processing (Watson et al. 2013) did not find evi-
dence for activation in motor or premotor regions, as pre-
dicted by the embodiment view.

(4) One could argue that the lack of evidence for motor involve-
ment in Watson et al.’s meta-analysis stems, again, from
“washing away” the effect. For example, maybe some action
verbs rely more on the hands, feet, or mouth, and a meta-
analysis misses this. However, those studies that conducted
the most anatomically precise analyses (e.g., used functional
localizers to precisely pin-point motor areas) often failed to
support the embodiment hypothesis (e.g., Postle et al. 2008).

(5) Although much of the evidence supportive of the embodied
cognition view comes from functional neuroimaging studies,
it could be argued that such studies are nonetheless limited,
for example, because of their low temporal resolution and
correlative nature. Indeed, there is causal evidence that sug-
gests that individuals that suffered motor cortex lesions
exhibit impairments in action semantics (e.g., Kemmerer
et al. 2012). However, as noted by Kemmerer (2015) in stud-
ies such as Kemmerer et al. (2012), it is possible that the par-
ticipants who had motor lesions failed action semantics tasks
because they also had lesions in other regions of the left hemi-
sphere crucial for semantic cognition (e.g., LIFG). A compre-
hensive study that examined the correlation between lesion
location and impairment (Tarhan et al. 2015) did not find an
association between motor areas and action semantics (but
rather, localized such impairments to posterior temporal areas).
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Thus, although there is compelling evidence that the modality-
specific cortex is sometimes involved in semantic processing (e.g.,
Huth et al. 2016), there is similarly compelling evidence that the
sensorimotor cortex is not always involved in semantic process-
ing. As such, we think that the strong embodiment view has
been convincingly falsified. Instead, the activity of the default net-
work likely reflects multi-modal processing that does not neces-
sarily require modality-specific instantiation.

R5. Are categorical abstracta indeed distinct from
multi-modal abstracta?

Another criticism concerning our view of conceptual cognition
came from proponents of distributional semantics (i.e., Davis
et al.; Montefinese, Ambrosini, Visalli, & Vinson (Montefinese
et al.)). Namely, the idea that the meaning of words can be cap-
tured by keeping track of the spatiotemporal proximity of different
lemmas. For example, the word “equality” is correlated in natural
language with the words “liberty” and “inclusiveness.” It has long
been suggested that statistical learning algorithms should be able
to use this ecological co-occurrence to capture the meaning of
words, including highly intangible concepts such as equality.

Indeed, research into natural language processing using artifi-
cial neural networks has been able to use such spatiotemporal
associations between lemmas to devise useful representations
that allow computers to perform many linguistic tasks (e.g.,
respond to our commands and simulate conversations, identify
taxonomic relationships, and even solve word analogies; e.g.,
Mikolov et al. 2013).

The success of these advances in machine learning requires
that we seriously consider the possibility that the acquisition of
word meaning in humans is likewise merely a matter of keeping
track of statistical co-occurrence. Namely, that concepts such as
“executive branch” and “ball” both rely on simple associative
learning, and can be thought of as multi-modal abstracta, or, in
the terminology of Peirce, indexical relationships. As suggested
by Montefinese et al., concepts such as “ball” may rely on spatio-
temporal association between multi-modal representations (e.g.,
the sight of a ball and the sound of the word “ball”), and expres-
sions such as “executive branch” may (mostly) rely on associa-
tions between different lemmas (e.g., “government” and
“legislature”).

Although this account is attractive, we think that there is clear
evidence that this example of machine learning is not a good
description of how humans learn the meaning of (at least some)
concepts. For example, I can teach you the following concept: A
Kapara is a ceremony where an individual takes a live chicken
by their shoulder blades and swings it above one’s head exactly
three times; during this process, one’s sins are transferred to the
chicken, such that the person performing the ceremony is absolved.

Even if you were unaware of what a Kapara is, you now under-
stand the meaning of this word. This acquisition of meaning did
not rely on a lengthy process of teaching you a model of the
co-occurrence of the word Kapara with the rest of the words in
the English language. In fact, you only saw one instance of this
word. In our terminology, you received the criterion of substitut-
ability of this abstractum via symbol-based interaction (i.e., read-
ing). This criterion is the algorithm that allows you to identify the
Kapara ritual next time you see it, and to perform it yourself.

We believe that such “experiments” provide clear evidence that
some abstracta do not rely on statistical co-occurrence, and do not
rely on innate criteria of substitutability. We term these

categorical abstracta. As we review in the manuscript, there is evi-
dence that indeed, such categorical representations rely on neural
activity in areas that extend beyond the multi-modal cortex.

R6. Neglected entities?

Whereas some commentators argue that there is redundancy in
our representational ontology, others have suggested that there
are representational entities we may have missed out on.

One potentially neglected construct is Grafman’s “Structured
event complexes,” which are schematic representations of events.
To us, Grafman’s structured event complexes resemble the con-
struct of script, which we discuss in our ontology, and we did
not manage to find any distinguishing features between the two
constructs (indeed, in Knutson et al. 2004, the concept of struc-
tured event complex and script are discussed as being identical).

According to our account, scripts are amalgams of abstracta
that (unlike memory for episodes) remain invariant across differ-
ent particular situations. As such, scripts should rely on modality-
specific and multi-modal abstracta to a lesser extent; instead, they
should rely more on categorical abstracta. As we review in the
manuscript, research that compares memory of specific events
and scripts indeed shows that the latter is associated with activa-
tion in frontotemporal regions that supposedly subserve categor-
ical abstracta.

Based on his extant empirical work, Grafman suggests that
structured event complexes (which, as we note, may be thought
of as scripts) rely on the prefrontal cortex (PFC). Although we
agree that scripts rely on the PFC, the difference between our per-
spectives is in the interpretation of these findings. We suggest that
the association between the PFC and scripts stems from the PFC’s
role in subserving categorical abstracta. Grafman argues that
scripts are the basic representational building block that subserves
PFC activity.

Evidence for our view comes from research showing that pro-
cessing of relatively abstract objects (rather than events) is associ-
ated with PFC activity. For example, as we note in the manuscript
the processing of superordinate objects (vs. basic level) concepts,
and intangible (vs. tangible) categories recruits the PFC. Future
research on the theory of structured event complexes may be
able to accommodate such findings regarding the processing of
non-event representations. Such attempts at theoretical arbitra-
tions between our account and Grafman’s account may help sci-
entists’ understanding of the functionality of the PFC.

Popescu & Fitch’s fascinating commentary opens up a crucial
question regarding the representational capacities that subserve
human generativity – and the dynamic generation of complex
embedded structures – evident in human language and music.

We suggested the notion of predicator as the representational
entity that subserves much of the generativity of cognition. Our
discussion of the construct of predicator is grounded in linguis-
tics; within our account, predicators endow us with “composi-
tional semantics” in that one predicator modifies its argument
in a predictable manner. Popescu & Fitch suggest that linguistic
predicators are a special case of a broader representational group
of “partially unsaturated” entities that they call “Treelets”: “These
are subunits with open ‘slots’ that allow them to flexibly combine
with other subunits in constrained ways.”

These purported subunits can be observed, for example, in
music: “just as a transitive verb has ‘slots’ demanding an animate
subject and an object, a tonic–subdominant–dominant chord
sequence allows a constrained set of continuations.” Indeed, the
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tonic–subdominant–dominant (henceforth, TS…) subunit bears
much resemblance to verbs that require an argument. Just like
how the verb “John opened…” begs you to continue it with an
object, the chord progression C major, followed by F major
begs you for an answer of what comes next (typically, G
major), and as such it is at least in some sense “unsaturated.”

If the TS… subunit resembles the notion of predicator, what
makes it distinct? Popescu & Fitch suggest that the TS… subunits
are not predicators because, unlike predicators, they “make no
semantic reference to the world, and entail no truth values.”
Indeed, according to our conceptualization, predicators refer –
in the sense that they have concreta. Furthermore, they have a
truth value – in the sense that they, similar to other types of
abstracta, are an embodiment of beliefs about substitutability
(and as such, similar to any belief, have a “mind-to-world direc-
tion of fit,” and therefore, a truth value). However, in our account
of abstraction, all of the representational building blocks of cogni-
tion (i.e., abstracta) can be thought of as having both sense and
reference. Thus, we feel that it may be warranted to consider
the TS… entity as a predicator nonetheless.

What we see as the main difference between TS… and predica-
tors such as “…opened…” is that the latter are categorical abstracta
(i.e., their criteria of substitutability are based on symbolic interac-
tion) and the TS… predicator is a multi-modal abstractum (i.e.,
typically acquired via spatiotemporal association).

In the target article, we discuss predicators as a unique type of
categorical abstractum. Indeed, those predicators that seem to be
crucial for higher-order cognition and for a “language of thought”
(e.g., logical predicators, mental state predicators, and mathemat-
ical predicators) are categorical abstracta, as their criteria of sub-
stitutability are not spatiotemporal. The case of musical subunits
such as TS… reveals the possible existence of predicators on the
level of spatiotemporal associations and even at the level of
modality-specific abstractions. For example, an incomplete visual
Gestalt can be thought of as a modality-specific predicator. The
distinction between these types of predicators clearly deserves
much attention in future behavioral and neurological studies.

R7. Constructivist critiques of our account of abstraction

We described prototypical acts of abstraction as forming the basis
for mental travel, and as such, as preceding it. Several commenta-
tors have suggested that it is likely that mental travel often serves
as the basis for acts of abstraction, and thus precedes it. This cri-
tique may be best summarized as such: we describe abstraction as
a judgment, rather than a creative act. We relegate human creativ-
ity to the domain of mental travel.

Specifically, Fedyk & Xu suggest that human creativity does
not find its proper place in our ontology and argue that it should
be considered as one of the bases for acts of abstraction. In a sim-
ilar vein, Faber hypothesizes that spontaneous processes of men-
tal travel (i.e., mind wandering) may be functional in that they
generate various creative permutations of events that enrich the
storehouse of mental content. This synthesis of observations
(which has proven to be a useful method to increase generaliza-
tion of machine-learning models) can then be used as the basis
for abstraction. The importance of “housekeeping” operations
that occur whenever the mind is decoupled from the “here and
now” is also highlighted by Visalli & Cellini, who discuss the
role of sleep in the formation and updating of abstracta.

We agree with these comments that the act of mental travel
(whether occurring during wake, sleep, or absent-mindedness)

provides essential building blocks for acts of abstraction. As
such, the relationship between abstraction and mental travel is
likely a two-way street.

We discussed three routes through which we attain criteria of
substitutability: innate, based on personal experiences, and based
on symbol-based interaction with other humans. Fedyk & Xu
argue that the contents of one’s own mental travels should be con-
sidered a fourth origin. We think that this is a legitimate way to
construe things. Nonetheless, it is worthwhile to recognize that
there is a logical asymmetry between the three origins we discuss
and this fourth one. Mental travel necessarily relies on abstraction,
and abstraction relies on criteria of substitutability. Criteria of
substitutability indeed sometimes originate from our mental trav-
els – but are sometimes given to us (by nature or by our social
environment) “for free.”

Just like Fedyk & Xu, so do Burman and Shillcock worry that
we have neglected the generative nature of human cognition in
our model of abstraction. Specifically, Burman sees an affinity
between our account and Piaget’s early theorizing, but not with
his later work. Piaget’s better-known theory construes abstraction
through the perspective of extensional logic, which means that
representations are strictly defined by their referents or, in our
terminology, their concreta. In his later studies, Piaget saw this
formulation as a mistake and reconstrued mental representations
as instantiating intensions/senses. Likewise, Shillcock perceives
our description of abstraction as relying on purely inductive pro-
cesses: “The authors’ ontology reveals the conventional positivist
notion of stepwise building up, from supposedly assumptionless
‘atomic’ foundations, verifying each move, until the highest pro-
cessing is achieved.” As such, he suggests that our account may
apply to recognition tasks carried out by deep neural networks,
but does not capture the productive agency of human cognition.

We think that this characterization of our view of abstraction
as a bottom-up process that is based on the logic of extensions
is a misperception of our perspective. Indeed, our account is
described from the bottom up, reflecting the ontogenetic and
phylogenetic emergence of higher-order cognition. However, we
explicate that the abstractum is not merely a “grouping” of exem-
plars. Instead, the abstractum is a mental device that instantiates
“criteria of substitutability,” which is de facto, an intension.
Moreover, the abstractum we describe is generative and is akin
to speculative theory building, rather than a positivist collection
of absolute facts. As we note: “criteria of substitutability can
take a form such as ‘things that are tasty are often made of choc-
olate’; this means that they can implement a theory (Murphy &
Medin 1985). Theories allow us to generate predictions of (or
imagine) future members of a set, rather than just assign a prob-
ability of class membership given a list of features (i.e., they imple-
ment a generative model, Ng & Jordan 2002; Helmholtz 1856).”

Indeed, as suggested by Shillcock, feed-forward neural networks
are only able to recognize patterns, and do not capture the produc-
tivity of human thought; however, bi-directional neural networks,
as assumed in the predictive cognition world, implement generative
models – and begin to instantiate such productivity.

R8. Theory versus simulation and abstract versus concrete
representation

We suggested two distinct routes by which mental travel
occurs – simulation and theory-based inference. Furthermore,
we suggested an affinity between simulation and relatively con-
crete representation and inference and abstract representation.
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Several commentators suggested some qualifications to this
characterization.

Dohrn provides an in-depth discussion of the notion of sim-
ulation, relying on the rich philosophical history on the topic.
He disagrees with our view that mental simulation entails an
“autonoetic” component, and suggests that a mental image of a
boulder rolling down a hill is also a simulation, but does not
involve the presence of an experiencing self.

We believe that Dohrn’s response highlights that we have not
adequately explicated our view of simulation. We think of the roll-
ing boulder example highlighted by Dohrn is an example of vivid
mental imagery. Our view is that one can engage in concrete
imagery without engaging in a simulation – because, per (our)
definition (following a similar definition by Goldman 2005) sim-
ulation is the process wherein a self-projected agent experiences
the imagined world, and “reacts” to (simulated) occurrences.

Consider the example of a quarterback who is contemplating
his next play. This quarterback may imagine the play from the
perspective of a person sitting in the bleachers, or simulate his
perspective as the actor holding the ball in his hands. Only if
the quarterback “self-projects” into the field and allows his
reality-oriented processes react to the event (i.e., “this huge guy
is running at me! Ahh! I have to get rid of the ball!”), then we
will say he engaged in simulation. The vivid representation of
the field from the bleachers can highlight relationships
between different states; the field becomes an abstract map of
the situation – which is maintained in mind in a modality-specific
manner. This ‘bleachers view’ is identical to how mathematical
equations represent abstract ideas. The specifics of the font by
which the mathematical formula is represented is irrelevant and
only serves as a stand-in to convey highly intangible ideas; thus,
such processes of mathematical reasoning in front of an imagi-
nary blackboard are nonetheless theory-based inferences, sup-
ported by imagery (rather than simulation) processes.

According to our account, this vividness that simulation entails
creates a difficulty in that it raises the danger of actual confusion
between simulated and real events. For example, a person who viv-
idly simulates taking a prescription pill might be confused and
believe that the pill has already been taken. Reyna &
Broniatowski argue that the opposite is true and that “concreteness
and imageability are negatively related to false memory, per theory
(Brainerd et al. 2008).” The findings Reyna & Broniatowski refer to
are of higher levels of correct recall for concrete words in the DRM
paradigm. Indeed, the concreteness of a word can improve its abil-
ity to be remembered. However, this does not entail that the con-
creteness of a simulation cannot lead to a confusion wherein a
simulated event is perceived as real. Much research in the “imagi-
nation inflation” literature conclusively shows that this is indeed the
case, and that simulation of an event can cause a blending between
actually experienced events and imagined ones.

Whereas the imagination inflation literature highlights how
simulation can permeate into one’s representation of reality,
Mrkva, Cian, & Van Boven (Mrkva et al.) suggest that the per-
meable boundaries of simulation and reality are bidirectional.
Specifically, they highlight how the contents of one’s simulations
can be invaded by direct experience, limiting adaptive decision
making. When I am contemplating whether to go on a trip to
Italy, I may simulate walking the streets of Rome, eating pasta
and drinking wine; the question of whether I have just eaten din-
ner or not should not matter for my decision processes. However,
as explicated by Mrkva, Cian, and Van Boven, such fleeting sen-
sations have substantial effects on one’s decision making.

A prediction of our account, which is entailed by Mrkva
et al.’s commentary, is that decisions that are based on theory-
based inference should be less susceptible to one’s experience in
the here-and-now as compared with decisions that rely on simu-
lation. This prediction can be readily tested. For example, such
research can use the finding that prompting participants to sim-
ulate a future event in a concrete manner increases their propen-
sity to save money (Peters & Büchel 2010); we predict that
manipulations of one’s current mood will have a greater effect
on saving in the condition where participants are prompted to
concretely simulate the future.

As noted, the concreteness of the simulation is an integral part
of its usefulness in that it confuses us and react to the simulation
as if it were the reality. However, we may not have been explicit
enough in qualifying that this affinity between simulation-and-
concrete, and theory-and-abstract is statistical rather than abso-
lute. As noted by Dohrn, and discussed above, theory-based
inference can sometimes be assisted by concrete representations
(e.g., mathematical symbols on a blackboard). Furthermore, as
highlighted by Zhao, Mildner, & Tamir (Zhao et al.), simulation
often involves a complex interaction between abstract and con-
crete representations.

Zhao et al. establish their argument based on a fascinating
study by Meyer et al. (2019). This study found that creative
experts can construct vivid representations of psychologically dis-
tal scenarios by relying on activity in brain areas associated with
high-level abstracta (e.g., dmPFC, angular gyrus, LIFG, and the
temporal pole). At face value, the fact that the greater vividness
of the representations created by creative experts relies on areas
associated with categorical abstracta may seem inconsistent with
our model.

However, as we discuss, one of the most important functional-
ities of highly abstract mental representations is in their ability to
facilitate the creative generation of novel models via permutation
and analogical reasoning. Our account specifically highlights the
role of predicators in the creative process – as these entities sub-
serve the ability for conceptual combination and analogical rea-
soning. Indeed, consistent with this view, in the research by
Meyer et al., regions that supposedly subserve predication were
those found to be essential for creative outputs.

Predicators are somewhat confusing – they are high-level
abstracta that concretize a mental representation. When analyzing
neural activity associated with predication, one should first and
foremost expect to find the involvement of regions that are
involved in high-level representation (e.g., angular gyrus and
LIFG); however, as a consequence of this activity, we should
also expect to see the involvement of lower-level representations.

Thus, we predict that when participants in Meyer et al.’s study
produced vivid construals, activity in areas associated with high-
level abstracta must have been correlated with activity in areas
associated with vivid imagery. Namely, that the relationship
between condition (creatives/controls) and activity in the medial
temporal subsystem should be mediated by angular gyrus activity
and moderated by vividness ratings. Such a prediction of our
model could be readily examined in further analysis of the
study by Meyer et al.

R9. The pragmatic perspectives

Our paper argues that conceptualizations within the predictive
cognition world often endorse overly simple models of mental
representations. We suggested that research into “model-based”
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reinforcement learning neglects the diversity of models/represen-
tations employed by cognition. Because of this limited view of
representation, we think that this literature also neglects the role
of discursive/deductive processes in decision making.

Dayan’s commentary describes how Bayesian Decision Theory
(BDT) may view the topics addressed in the paper. Dayan pro-
poses that Bayesian decision theorists such as himself are “simple-
minded sophisticates.” Namely, scholars who use technically
complex models but try to explain the brain and behavior by
adhering to several straight-forward, common-sense principles.
Their view is that individuals survive by making good decisions
and developed brain mechanisms that support such decisions.
To make good decisions, individuals characterize their current
predicament, evaluate the consequences of the potential choices
that are available in this predicament, and choose based on
these evaluations.

According to Dayan, adopting such a view entails that the pro-
cess of mental simulation should not be seen as fundamentally
distinct from theory-based inference. Simulation does not entail
reliance on life-like representations because the Bayesian
Decision Maker does not need to predict actual future events.
All that needs to be predicted is the value of such events. In the
words of Dayan: “BDTs only need to predict evaluations – pre-
dicting in more detail what will happen is at most a means to
this particular end”; “we only really need to predict evaluations
rather than actual future outcomes.”

We perceive an insufficiency in this focus on valuation as the
driver of decision making. Surely, valuation is crucial, but we see it
as the simplest aspect of the decision, one that merely entails
crunching the numbers in the Bayesian computer. When predict-
ing the value of actions, the challenge is to predict outcomes and
imagine hypothetical realities. This part of cognition that BDTs
may see as “at most a means toward an end” is what we see as
the central preoccupation of the human mind.

Consider the example of an investment firm that tries to pre-
dict the value of its current portfolio in 3 years. This value may
depend on the price of metal; the price of metal may depend
on the question of who will be the American president in the
next years; this question depends on whether Senators decide to
remove the current president from office or not; this will be
decided by factoring the senators’ value system, political calcula-
tions, and so on.

These intermediary steps all rely on various models/represen-
tations and different processes, including processes of abstract
deduction and vivid simulation. Surely, it is not the case that
Bayesian Decision Models cannot integrate such complexities
under their framework. However, the BDT perspective on
human cognition often attempt to skirt around the messiness of
such complex “inferential cranks” that are associated with model-
based decisions.

Most notably, BDT typically construes model-based decision
making as relying on variants of state-space search algorithms
that operate upon episodic or semantic representations. The prob-
lem with this approach is that it assumes away the central chal-
lenge of the decision-maker. The state-space itself (or, in our
words, the target representation) is typically not given to the
problem solver and must be construed from a plethora of poten-
tial source representations.

Similarly to Dayan, Spurrett argues for the centrality of pro-
cesses of evaluation in the predictive brain. Given the supposed
importance of utility calculations for organisms’ survival,
Spurrett is surprised that we have not explicated how utility is

represented in the brain and cognition. Specifically, we have not
addressed a central question in Decision Theory regarding
whether the brain employs an abstract “common currency” for
utility calculations – or whether it uses concrete utility represen-
tations for different types of pleasures and pains.

Indeed, our paper does not address this question. However, the
same principles we outlined with regard to the representation of
actions, objects, and relationships translate easily to the represen-
tation of utility. Specifically, in our terminology, the question of
common-currency can be recast as whether utility representations
are modality-specific, multi-modal, or categorical.

We defined modality-specific abstracta as those that rely on
“sensory impressions.” However, a more accurate definition of
“sensory” is – “that for which organisms have some innate detec-
tion mechanism.” Organisms detect the sensory impression of
“thermal,” “chemical,” and “mechanical” pain using different
receptors. Some receptors are “polymodal” and respond to all
three types of pain perturbations. According to our account,
such polymodal receptors are still modality-specific, because
they do not require any sort of association learning. Thus, pain
may be effectively discussed as a single modality. Similarly, the
sense of thirst stems from receptors that detect levels of osmolyte
concentration and receptors that detect water volume, and are all
part of a single system, and thereby, a modality.

It is possible that organisms have innate, polymodal “aversion”
detectors that similarly respond to pain and thirst (without reli-
ance on association learning). If such a system exists, then this
representation of (negative) value serves as a modality-specific
common currency representation and should exist outside of the
multi-modal brain, potentially in sub-cortical areas.

Importantly, even if such modality-specific common currency
representations indeed exist, they may live side-by-side with
multi-modal and categorical common-currency representations.
For example, representations of aversion can be associated with
conditioned stimuli (e.g., the light that precedes the electric
shock). This will give rise to a multi-modal abstractum that allows
the organism to treat both the light and the shock as equivalent.
Furthermore, some common currency representations of negative
utility rely on categorical abstracta, acquired from society (e.g., the
valuation of death as being a better outcome than the betrayal of
one’s sacred values). Such common-currency representations will
likely be supported by frontotemporal areas that subserve categor-
ical abstracta (rather than subcortical and modality-specific
representations).

Thus, an implication of our view of abstraction and our plural-
istic account of representations is that one should not expect to
find a single “common currency” representation in the brain.
Instead, one should expect to find various types of common cur-
rency representations, whose physiological bases depends on the
extent to which they rely on modality-specific, multi-modal, or
categorical abstracta.

The idea that representations of value can be modality-specific,
multi-modal, or categorical has important ramifications for choice
behavior. Ledgerwood, Eastwick, & Gawronski’s commentary
explicates some of these consequences concerning the choices
people make in social settings. They suggest that contextual fac-
tors that influence the level of construal determine whether indi-
viduals rely on categorical representations of value (which they
term “ideas regarding liking”) rather than on the concrete/
embodied experience of value.

Importantly, there may be many cases where representations
of value at different levels diverge. For example, a person eating
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at an over-hyped, expensive restaurant may have the abstract idea
that she is having the time of her life, whereas her embodied rep-
resentations may signal to her that this is an aversive experience.
Thus, a representational diversity account of value may entail that
one’s construal of pain and pleasure can sometimes be quite frag-
mented. Such a multi-level account of value can have significant
ramifications for people’s construal of their (and others’) choices.

R10. The social construction perspectives

The complexity of the human condition, entailed by our ability to
generate and transfer categorical abstracta, extends well beyond
the realm of valuation processes. This point is clearly articulated
in the commentary by Rossignac-Milon, Pinelli, & Higgins con-
cerning the social nature of abstraction and mental travel.

Their response highlights several aspects of the intersubjective
aspects of mental travel, which we have not sufficiently high-
lighted. We discussed how meanings are transmitted from mind
to mind; however, an important, understudied process is how
two or more individuals jointly construct meaning. Such pro-
cesses can sometimes be reduced to the workings of each mind,
but sometimes may have emergent properties that may require
their own explanatory mechanisms.

As we note, the creation of collective meaning is not merely a
palatable experience but may have had actual survival benefits.
We highlighted how intangible concepts could facilitate cohesion
by generating facts that cannot be verified, and as such, can be
used to generate myths that support social structure.
Montefinese et al. extend this idea. They suggest that intangible
constructs create interdependence on others – once we realize
that we cannot figure out their meaning on our own. The uncer-
tainty created by newly “discovered” intangibles pulls people
together into communities where such puzzles are generated
(i.e., intangible constructs are created) and then jointly solved.
In other words, Montefinese et al. suggest that humans’ fascina-
tion and preoccupation with abstract ideas is adaptive, in that it
provides people with mysteries that bind them together.

As evident by the numerous fascinating responses to our
paper, the sense of mystery surrounding concepts such as
“abstraction” and “mental travel” can indeed prompt people to
engage in constructive, joint efforts to comprehend the intangibles
of the mind.
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